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Chapter 1

Introduction

Positioning has a wide range of applications and people are inter-
ested in this topic since ancient times. Positioning can help during
an emergency, like the response time can be decreased by automat-
ically determining the location of the caller using the cellular net-
work. Positioning is also essential to navigation, surveying, track-
ing in warehouses, routing and consumer advertisement. Monitor-
ing and controlling the movement of a person can help them reach
a given destination through an unfamiliar environment. The first
form of positioning relies on the recognition of landmarks, how-
ever, recently the positions are determined electronically. For ex-
ample, Global Navigation Satellite System (GNSS) [HC08] is a nav-
igation system that uses satellites with known position and trilate-
riation to determine any position on the globe.

Global Positioning System (GPS) [BS93] is a satellite-based nav-
igation system that is available to civil usage since the 70′s. Its ac-
curacy is between 1 and 5 meters for civil usage. GLONASS was
developed and financed by the Russian Federation [Ros01], which
can achieve 4 to 7 m accuracy. Galileo is the programme of the Eu-
ropean Union for a global positioning system. During the design
process, the goal was to have a high accuracy positioning system,
which is independent of the US GPS and the Russian GLONASS.
It can achieve less than 1 m accuracy for general uses. However,
the Galileo system was completed in 2018, the EU promotes the
creation of new services around the system.

GPS is the most popular and common positioning system mo-
mentarily. Its popularity is well illustrated by the fact that cars can
be ordered with a built-in onboard computer with GPS capability.
Truck tracking solutions are used by large international transporta-
tion companies, the location of the trucks can be even monitored
on the internet. Moreover, agricultural machinery, like automatic
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irrigation machines use GPS for the accurate area and row man-
agement. There are GPS-based games, like Geocaching [SH05], in
which the goal is to find another player’s hidden object by visit-
ing the given map coordinate. There are countless other applica-
tions, which uses GPS, hence its leading role in the market is indis-
putable.

Unfortunately, Global Navigation Satellite Systems cannot be
used for indoor positioning due to the unique properties of the in-
door environments. Signal attenuation and reflection are two of the
many reasons that make the indoor positioning challenging. Signal
attenuation is caused by walls and humans, and it limits the appli-
cability of received signal strength-based distance calculations. The
reflection is caused by metal objects and it yields multipath effects.
That causes difficulty in using positioning systems, that are based
on the time-of-arrival of the signal. Moreover, the line-of-sight re-
quirement for proper localization of the GPS is not satisfied. These
effects limit the applicability of traditional triangulation-based out-
door positioning techniques and methods in the indoor environ-
ment.

Indoor Positioning Systems (IPS) have been considered as an
active research field since the early 1990′s. However, the topic gained
popularity in the 2010′s with the widespread of smartphones and
it is still a hot topic these days. Indoor positioning systems are
used to determine the position of people or objects in buildings and
closed areas. The smart environment can be enhanced with indoor
positioning and navigation services. In addition, IPS attracted the
business and software industry. For example, the model of big, fre-
quently visited public spaces, such as railway stations and airports,
can be found in Google Maps [Goo]. With Industry 4.0 [Las+14],
the phenomenon of Smart Factories [Car+18; Lu+17; Dav+12] has
emerged. Indoor positioning is also fundamental for Smart Facto-
ries because IPS is the base of other smart services such as tracking
or intelligent traffic control. Smart Factory is a term by the National
Institute of Standards and Technology (NIST) of the U.S Depart-
ment of Commerce. Tracking workers and devices in the facility
can improve efficiency and control. Logistics automation can re-
duce standby times of equipment and increase agility and accuracy
of prediction. Both fields require the location information of mate-
rials, objects or workers. Therefore, location awareness is signifi-
cant for Smart Factories. Indoor Positioning Systems are usually
classified by the used technologies and the type of location.
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Although different indoor positioning systems can be found in
the literature [KY10; Liu+07], there is no single widely accepted
solution like GPS for the outdoor environment. Existing indoor
positioning systems can be based on various technologies such as
Infrared [WH92], Ultrasonic [WJH97], GSM [WGM00], Bluetooth
[Wei04; New14], RFID [Ni+04] and WLAN [BP00] technology, and
on the magnetic field [Sär+15; Bra+14] and visible light [Li+14]. In
the 2010′s, hybrid indoor positioning systems have emerged that si-
multaneously use various sensors and technologies [Bor+05; Wu+13]
to determine the position, so they can enjoy the advantages of tech-
nologies applied. Developers have to make trade-offs between ac-
curacy and cost when they choose a technology. For example, sys-
tems that use ultrasonic technology can achieve high accuracy, but
they also have huge installation costs and may require specific client
devices. On the other hand, systems that use WLAN for position-
ing have low installation costs and the client device can be an arbi-
trary smartphone, but their accuracy is lower than that of the sys-
tems based on ultrasonic technology. Although there have been nu-
merous attempts to provide an accurate, robust and widely avail-
able indoor positioning system, a sufficiently precise, easily acces-
sible and sustainable industrial standard has not been created yet.

Proximity based, Absolute and Symbolic positions [BD05] can
be determined by Indoor Positioning Systems. The selection of the
position type of indoor positioning system highly depends on the
application area. Proximity-based positioning can be suitable for
applications where not the exact location, but closeness to a well-
known place or object, like Beacon, is required. For instance, the
advertising systems broadcast to local devices and services with
permissions could work this way. Absolute position is given by
coordinates and it is used by highly accurate and robust systems.
Global Positioning Systems determine absolute position and can
achieve 1 cm accuracy for military purposes, but it has high in-
stallation costs. Symbolic positioning determine the location of an
object as a well-defined part of a building. It would be suitable for
asset tracking, where the user needs only a well-defined position
of the object. Symbolic positioning can give us room-level results,
which can be useful in indoor positioning.

Symbolic positions can be considered as a category label, thus
the symbolic positioning can be converted into a classification prob-
lem. Classification is a well-studied part of data mining, therefore
numerous well-known classification methods could be applied to
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the indoor positioning. Euclidean distance is a common measure
for error calculation in indoor positioning systems, although it is
only convenient for absolute positions. Hence, the evaluation of
the symbolic indoor positioning methods is based on the CRISP
approach. The CRISP approach does not differentiate between the
wrongly predicted classes, hence every misclassification is equally
wrong. Besides CRISP logic, application-specific approaches are
usually used for the evaluation of classifiers.

Application-specific methods use some domain knowledge. For
example, there are different evaluation methods in computer vi-
sion [FM04; KEP99], speech recognition [JHL97; McD+07] and doc-
ument classification [MY01; HK00]. For symbolic indoor position-
ing, a part of the domain knowledge can be incorporated into the
description of the environment. To the best of our knowledge, there
is no application-specific classification evaluation method for sym-
bolic indoor positioning.

1.1 Research Goals

In my research, the following three goals were set. The first goal
was to create a data set, which can be used to compare solutions for
symbolic indoor positioning purposes. It should contain measure-
ments from multiple sensors. Based on the created data set, various
classifiers planned to be tested. To the best of our knowledge, there
was no other such data set available. The second goal is to create
an application-specific approach for classification error calculation
for indoor positioning purposes. It should incorporate the domain
knowledge, the topology, to the calculation. The usability of the
proposed method needs to be examined, and compared to the tra-
ditional, CRISP approach. Application-specific evaluation of clas-
sification error is usually used in other fields, but as far as we know,
this kind of method was not available for symbolic indoor position-
ing. The third goal is to develop a novel method to improve the
classification accuracy for symbolic indoor positioning purposes
using environment topology as domain knowledge. Most of the
classification-based solutions do not use domain knowledge. In
other words, they do not consider the layout and placement of the
rooms. Applying this knowledge, we can provide a more error-
tolerant method.
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1.2 Dissertation Guide

The structure of the dissertation is the following. Chapter 1 intro-
duces the topic of the dissertation and illustrates the motivations of
the theses. Chapter 3 overview the related works and the existing
indoor positioning systems, and shows the theoretical background
of the work. Chapter 4 contains the data set created, and the bench-
marking of classifiers based on this data set. In Chapter 5, the need
for a topology-based classification evaluation is presented. Also,
the novel gravitational force-based approach is proposed and vali-
dated by both test and real-life environments. Moreover, the com-
parison of the proposed method and the CRISP approach is stud-
ied. Chapter 6 describes the hierarchical grouping of topology in-
formation, the novel concept of enhanced classification. The con-
cept is validated in both test and real-life environments. Chapter 7
summarizes the dissertation in English and in Hungarian.
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Chapter 2

Indoor Positioning

2.1 Indoor Positioning Technologies

Although there are many different indoor positioning solutions in
the literature, see [Liu+07; KY10] surveys for reviews, there is no
single widely accepted solution such as GPS for the outdoor envi-
ronment. The unique properties of the indoor environment make
positioning challenging and limit the usability and performance of
the existing global positioning methods. For example, GPS sig-
nals are absorbed by the walls. Hence, the existing indoor po-
sitioning solutions rely on different technologies such as infrared
[WH92], ultrasonic [WJH97; Hoe+19], magnetometer [Sär+15], cel-
lular [WGM00; Riz19a; Riz19b], visible light [Li+14; Gua+20], or
other radio frequency [YA05; Ni+04; Wei04; Abb+19; Gro+19; Xu+17;
CGOC17] signals.

Active Badges [WH92] was one of the first indoor positioning
systems and was developed by AT&T Cambridge. Active Badges
used infrared beacons carried by the users and the reader devices
were installed into the building. It could reach an acceptable ac-
curacy, but the evaluation of the indoor positioning was not per-
formed by the authors.

Active Bats [WJH97] was also an early solution developed by
AT&T Cambridge but it used ultrasound technology. The beacons
of the Active Bats system were installed into the ceiling and the re-
ceivers were carried by the users. The system is evaluated as 95%
of the raw readings lie within 14 cm of the true position, and the
averaged readings lie within 8 cm of true position. Although Ac-
tive Bats has good accuracy, its drawbacks are the special hardware
requirement and the high installation cost.

IndoorAtlas [Sär+15] system is created by the University of Oulu
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in Finland, which operates with the Earth’s magnetic field for po-
sitioning. The magnetic field can be also applied to tracking pur-
poses [Bra+14]. This technology requires a magnetometer that is
usually built into modern smartphones. The accuracy of the sys-
tem is claimed to be less than 2 meters.

Bluetooth is an emerging technology among indoor positioning
systems. The Topaz [Wei04] system is based on Tadlys’ Bluetooth
infrastructure. The BlueTag is a typical small transceiver, and it
has a unique ID [Liu+07]. The Topaz system is made up of a po-
sitioning server, wireless Access Points, and wireless tags. Apple’s
iBeacon solution [New14] is also based on Bluetooth technology.
The evaluation of the system is based on the distance of the true
and the calculated position.

The LANDMARC [Ni+04] system is based on RFID technology.
The RFID tags are installed in known positions of the building.
Users carry the reader device and use a database about the RFID
tags installed for positioning. The high installation cost and high
energy consumption of the RFID readers limit the usability of this
technology. On the other hand, RFID based solutions can achieve
high accuracy. The evaluation of the system is based on the dis-
tance of the true and the calculated position.

Epsilon [Li+14] is a visible light-based localization system, that
uses LED bulbs. The system has different approaches to determin-
ing the location, depending on the number of detected LEDs. It can
achieve sub-meter accuracy in a typical office environment. How-
ever, the light has to stay on always, which is not energy efficient,
and the phone has to be held in the hand. The evaluation of the
system is based on the distance of the true and the calculated posi-
tion.

Hybrid systems were designed to overcome the limitations of
standard indoor positioning systems that are based on a single tech-
nology. Hybrid systems can be based on the fingerprinting [KK04]
approach, which is popular in indoor positioning systems [KY10].

2.2 Symbolic Positioning Systems

Symbolic positioning systems determine the location of an object
as a well-defined part of a building, such as room, office or floor.

The Active Badges [WH92] system is the first symbolic posi-
tioning system. It uses the characteristic of the infrared, that the
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infrared signals can not get through the walls. Thus, one badge in
each room can provide a symbolic, room-level positioning.

The RADAR [BP00] system is based on WLAN technology. It
determines position by coordinates, however, the system provides
a list for each room, which contains the coordinates that belong
to them. Hence, the RADAR system can also be considered as a
symbolic positioning system.

WALRUS [Bor+05] is a room–level indoor positioning system
which uses ultrasound signals and a WLAN network to determine
the location of an object. The ultrasound signals are emitted by PCs
installed in each room, and the clients do not have an additional
requirement. The installation cost of the WALRUS system mainly
consists of a PC per room. The WALRUS system uses the CRISP
approach to evaluate the localization.

WILL [Wu+13] is a logical indoor localization system that uses
WiFi RSSI and accelerometer information. WILL is based on the fin-
gerprinting approach, and in the training phase, it uses data min-
ing techniques to determine virtual rooms based on the data. This
data mining enhanced process makes the training phase faster. The
WILL system uses the CRISP approach to evaluate the positioning.

2.3 Fingerprinting Approach

The fingerprinting approach was presented in the RADAR System
[BP00]. Fingerprinting approach based indoor positioning systems
use data mining and various heuristic methods to estimate the po-
sition. These systems usually distinguish two phases that are called
off-line and on-line phases. In the off-line phase, a site survey is
performed, and the database is populated with measurements. The
measurements are recorded in known positions that are also stored
in the database. In the on-line phase, users perform measurements
at an unknown location and send them to the system for the esti-
mated position.

2.4 ILONA System

The ILONA (Indoor Localization and Navigation) System [Tot16]
was used in the research presented to record measurements. The
main functions of the positioning system are seen in Figure 2.1. The
architecture of the system is client-server model, where the client
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is an Android device chosen due to its programming simplicity.
The ILONA System uses the fingerprinting approach for position-
ing. The collected sensor data from the client is sent to the server,
where the positioning component determines the location with an
integrated classifier method. The Miskolc Institute of Information
Science Hybrid Indoor Positioning System Dataset was created us-
ing the ILONA System.

FIGURE 2.1: The architecture of the ILONA Sys-
tem [Tot16]

The system is based on client-server model and built from loosely
coupled components. The positioning methods, storage and most
of the business logic are implemented at the server. The clients
were designed to run with low resources and to be easy to im-
plement due to the huge variety of the smartphones. Thus, the
clients are used to read sensor data and send the measurement to
the server for further processing.

The web application was implemented in Java and Spring. It
consists of loosely coupled components that have specific tasks such
as measurements, positioning, navigation, and tracking. Only the
measurement component was used by the system to create the data
set[6].
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Chapter 3

Theoretical Background

3.1 CRISP approach

The CRISP approach is the classical way to determine the distances
of the original and the predicted symbolic positions. To easily ac-
cess and store the distances of symbolic positions, a distance matrix
is used to represent these values.

A =


0 x1,2 x1,3 . . . x1,n

x2,1 0 x2,3 . . . x2,n
x3,1 x3,2 0 . . . x3,n

...
...

...
. . .

...
xn,1 xn,2 xn,3 . . . 0

 (3.1)

The distance matrix is an n× n matrix, where n is the number of
symbolic positions. The formal description of the distance matrix
can be seen in Equation 3.1. In the distance matrix, the values on
the main diagonal 0 for every symbolic position.

If the original and the predicted positions are not matching, in
other words, the case is misclassified, the distance is 1, as seen in
Equation 3.2.

xi,j = 1, 1 ≤ i, j ≤ n, i 6= j (3.2)

The CRISP approach does not differ among the predicted misclas-
sified symbolic positions, hence it considered each other symbolic
position equally wrong. The performance of the classification method,
that is calculated by the CRISP approach, can be represented in a
confusion matrix.
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3.1.1 Confusion Matrix

The confusion matrix is a special contingency table, where both
dimensions contain the same class elements. The confusion matrix
displays the frequency distribution of the cases.

TABLE 3.1: Confusion Matrix

Predicted
Actual

PrecisionC1 C2 C3

C1 . . . %
C2 . . . %
C3 . . . %

Recall % % %

Table 3.1 shows an example of a confusion matrix with header
information. There are numerous statistical indicators based on the
confusion matrix [Pow11] such as accuracy, recall, and precision.

Accuracy =
∑c∈C |cTrue|
Population

(3.3)

Equation 3.3 shows the accuracy of a classifier method, where
cTrue stands for the cases when the actual c is predicted as c for ev-
ery c ∈ C, and Population denotes all the cases. Thus, the accuracy
is the proportion of correctly predicted cases. It does not contain
additional information about the classifier method.

Recall(c) =
|cTrue|

|cTrue|+ |cMisPredicted|
(3.4)

Equation 3.4 shows the recall of a given c class, where cTrue
stands for the cases when the actual c is predicted as c, and cMisPredicted
denotes the cases when actual c is predicted as not c. The recall is
the probability of detection. Thus, it denotes the proportion of the
correctly predicted c cases, and the not retrieved c labeled actual
cases.

Precision(c) =
|cTrue|

|cTrue|+ |cFalse|
(3.5)

Equation 3.5 shows the formula for calculating the precision of
a given c class, where cTrue stands for the cases when the actual c
is predicted as c, and cFalse denotes the cases when actual not c is



Chapter 3. Theoretical Background 12

predicted as c. The precision denotes the proportion of the correctly
predicted c cases, and the c predicted, but not actual c cases.

The recall and precision describe the classification method more
detailed than the accuracy.

3.2 Capacity

Capacity function determines the size of a room. The capacity func-
tion can be defined in both two and three dimensions.

3.2.1 Plane

The capacity of a room in two-dimensional space is called the area.
The shape of a room is assumed to be a simple polygon since this
is a typical shape, but in other cases a rough approximation can be
provided. The Shoelace or Surveyor’s area formula [Bra86] calcu-
lates the area of a simple polygon with given points in two dimen-
sions as seen in (3.6).

A =
1
2

∣∣∣ n−1

∑
i=1

xiyi+1 + xny1 −
n−1

∑
i=1

xi+1yi − x1yn

∣∣∣ (3.6)

3.2.2 Space

In three-dimensional space, the capacity of a room is the volume.
Each room is treated as a prism shape whose base is a regular n-
sided polygon to allow non-cuboid room shapes. The volume of
a prism can be calculated based on the area of the base and the
distance between the two base faces.

3.3 Distance

Distance functions are used to express the similarity between ob-
jects. Similar objects are closer to each other, and their distance ap-
proaches zero. Equation (3.7) shows the general form of distance
functions.

d : O2 → R, O : Set o f Objects (3.7)

A distance function is called metric if it fulfils the following cri-
teria:
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i d(o1, o2) ≥ 0
ii d(o1, o2) = 0↔ o1 ≡ o2

iii d(o1, o2) = d(o2, o1)

iv d(o1, o2) + d(o2, o3) ≥ d(o1, o3) (3.8)

The distance between two rooms can be measured by their phys-
ical location or the length of the path which brings us from one
room to the other room.

3.3.1 Coordinate System Distance

Various distance functions can be defined in a coordinate system.
In this study, the Euclidean distance is used for calculating the dis-
tance of rooms. Two types of reference points can be distinguished
to a room.

Centroid

The centroid reference point is the geometric centre of a room, which
is a global feature. The coordinates of the centroid can be calculated
using (3.9). The centroid is primarily used in two dimensions, but
(3.9) can be extended to n dimensions.

A =
1
2

n−1

∑
i=0

(xi yi+1 − xi+1 yi) (3.9a)

Cx =
1

6A

n−1

∑
i=0

(xi + xi+1)(xi yi+1 − xi+1 yi) (3.9b)

Cy =
1

6A

n−1

∑
i=0

(yi + yi+1)(xi yi+1 − xi+1 yi) (3.9c)

Nearest Point

The nearest points are local reference points, hence the nearest point
depends on the placement of the two rooms. It can be either the
nearest corner points from a room to another or any points of two
parallel line segments. The advantage of this reference point is to
improve the distance calculation in case of narrow, long rooms.
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3.3.2 Graph Model

Topology defines both the room and their connections. So the in-
door environment could be mapped to a graph where the nodes are
the rooms, and the edges are their connections. In the graph, the
distance of two nodes can be measured with their shortest path.
The shortest path between two nodes can be found by different al-
gorithms in different graphs. The algorithms can be categorized
based on the selection of nodes as single-source or all-pairs algo-
rithms, or based on the direction and the weight of the edges, as
seen in Table 3.2.

TABLE 3.2: Shortest path-finding algorithms

Algorithm Nodes Edge type Edge weight
Dijkstra
[Lei+01]

Single-source
Directed
Undirected

Weighted
(Non-negative)

Bellman-Ford
[Bel58]

Single-source Directed
Weighted
Unweighted

Floyd-Warshall
[Flo62]

All-pairs
Directed
Undirected

Weighted

Dijkstra’s shortest path algorithm

The most frequently used algorithm is called Dijkstra’s algorithm
[Lei+01] and is not applicable in negative-cycled graphs. It is a
greedy algorithm, which finds the shortest path from a single source
node to all other nodes in the graph. It uses two sets, one for visited
nodes and the other for not-visited nodes. At every step, the algo-
rithm finds a node that is in the not-visited set and has a minimum
distance (weight) from the source, and then the node is moved to
the first set. The algorithm can be easily modified to determine the
shortest path from source to the target node.

Bellman-Ford shortest path algorithm

The Bellman–Ford algorithm find the global shortest path of a di-
rected graph in maximal |V| − 1 number of iterations. The algo-
rithm initializes the distance to the source to 0, and all other nodes
to infinity. Then for all edges, if the distance to the destination node
can be shortened by choosing the edge, the distance is updated to
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the new value. At the ith iteration, the edges are examined, and the
algorithm finds all shortest paths of maximal i length edges. The
algorithm stops if in the last iteration, none of the distances could
be updates.

Floyd-Warshall shortest path algorithm

The Floyd–Warshall algorithm finds the shortest path of all pairs
of nodes in graphs with no negative cycles. The original algorithm
only focuses on the length of the shortest path, however the algo-
rithm can be simply modified to get the paths. The shortest path
sizes are initialized with the weight of the edges between connected
nodes. If two nodes are not connected, infinity is selected to be the
size value, and if the two nodes are the same, 0 is the length of the
shortest path. The algorithm selects the k node to find path from
two nodes connected by this node. If the current distance of two
nodes are greater, than the sum of the distances between the first
and k node, and the last and k node, the sum of the distances will
update the distance of the two nodes

3.4 Clustering

Clustering is an unsupervised learning method, whose goal is to
discover large groups of objects in the dataset. A group is called
a cluster, and the clusters contain similar objects. Cluster elements
that belong to the same cluster are more similar while the elements
of different clusters are different. This similarity is often measured
with some kind of distance function. Objects from different groups
are diverse. Clustering methods can be categorized based on their
cluster model.

FIGURE 3.1: The steps of clustering process

The clustering process can be seen in Figure 3.1, where the pat-
terns are the objects. The clustering process has three steps which
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are feature selection and extraction, interpattern similarity and group-
ing.

The feature selection process identifies the most effective sub-
set for clustering. The feature extraction make transformations of
available features to create new important features. Pattern or ob-
ject representation refers to "the number of classes, the number of
available patterns, and the number, type, and scale of the features
available to the clustering algorithm" [JMF99].

The interpattern similarity is based on pattern proximity. The
pattern proximity is measured by a distance function defined be-
tween two patterns. Different distance function can be defined, but
in most cases, the Euclidean distance is used.

The grouping step can be performed in various ways. The hard
and fuzzy output of clustering algorithms are distinguished. In
hard clustering, each pattern is part of a group exclusively, while in
fuzzy clustering, each pattern has a certain degree of membership
in each group.

3.4.1 Hierarchical clustering

Hierarchical clustering is a method of cluster analysis, which orga-
nizes the elements into a tree structure. It is usually a greedy ap-
proach when in each iteration, the local best is selected. The hierar-
chical clustering is visualized in a dendrogram. Two types of hier-
archical clustering can be found, namely top-down and bottom-up.

The top-down type of hierarchical clustering is also called a di-
visive approach. The top-down approach starts the hierarchical
clustering with all the objects in one cluster. Based on different
criteria, the cluster is recursively split.

The bottom-up type of hierarchical clustering is also called as
agglomerative approach. The bottom-up approach starts the hier-
archical clustering with all the objects as an own cluster. Based on
different criteria, the cluster is recursively merged.

Linkage method

The linkage method is used to determine the distance between two
clusters. It requires the definition of the used distance function,
detailed in Section 3.3.. There are several commonly used linkage
methods [BA78].
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Single linkage Single linkage method is also known as Nearest
Point Algorithm. It calculates the distance of two clusters as pre-
sented in Equation 3.10, where i is an object in cluster u and j are
the objects in cluster v.

D(u, v) = min(d(u[i], v[j])) (3.10)

It is a suitable linkage method in the case of well-separable clus-
ters. Due to the usage of minimal distance, if clusters get too close
to one another, it tends to link them and possibly form a split within
the cluster. It is sensitive to outliers.

Complete linkage Complete linkage method is also known as
Farthest Point Algorithm. It calculates the distance of two clusters
as presented in Equation 3.11, where i is the objects in cluster u and
j is the objects in cluster v. It is sensitive to outliers.

D(u, v) = max(d(u[i], v[j])) (3.11)

Average Linkage Average linkage method is also known as Un-
weighted Pair Group Method with Arithmetic Mean (UPGMA). It
calculates the distance of two clusters as presented in Equation 3.12,
where i is the objects in cluster u, j is the objects in cluster v and |u|
is the cardinality of cluster u and |v| is the cardinality of cluster v.
It is less affected by outliers.

D(u, v) = ∑
i

∑
j

d(u[i], v[j])
|u| ∗ |v| (3.12)

Weighted Linkage Weighted linkage method is also known as
Weighted Pair Group Method with Arithmetic Mean (WPGMA). It
calculates the distance of two clusters as presented in Equation 3.13,
where s and t are the two nearest clusters, u is a higher-level clus-
ter combined cluster of s and t and v is the remaining cluster in the
forest.

D(u, v) =
d(s, v) + d(t, v)

2
(3.13)

Centroid linkage Centroid linkage is also known as Unweighted
Pair Group Method with Centroid (UPGMC). In a cluster of points,
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the centroid is the point that has the average coordinates of all the
objects of the cluster. Instead of calculating the distance based on
all the cluster objects, only the centroid point is used. Equation 3.14
shows the distance calculation of cluster s and cluster t, where cs is
the centroid of cluster s and ct is the centroid of cluster t.

D(s, t) = ||cs − ct|| (3.14)

The new centroid point is calculated using all the objects in the
new cluster.

Median linkage Median linkage is similar to the centroid linkage
and it is also known as Weighted Pair Group Method with Centroid
(WPGMC). It calculates the distance by the same formula as seen
in Equation 3.14.

When s and t clusters are merged into a new cluster u, the cen-
troid of the new cluster is the average of the centroid of cluster s
and the centroid of cluster t.

Ward linkage The ward linkage method aims to minimize the to-
tal within-cluster variance. It is also known as the incremental algo-
rithm. Equation 3.15 shows the formula of the distance calculation,
where cluster s and cluster t is merged into cluster u, v is an unused
cluster in the forest and T = |v|+ |s|+ |t| and |x| is the cardinality
of any cluster.

d(u, v) =

√
|v|+ |s|

T
d(v, s)2 +

|v|+ |t|
T

d(v, t)2 − |v|
T

d(s, t)2 (3.15)
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Chapter 4

Symbolic Indoor
Positioning as Classification
Task

Thesis 1. Room-level indoor positioning can be con-
sidered as a classification problem. I created a data set,
which allows benchmarking of classification-based sym-
bolic indoor positioning methods.

Indoor Positioning Systems are usually classified based on the
applied technology. The early systems required specific hardware
devices for positioning. Active Badge [WH92] system used infrared
to locate people. The badges emit unique signals which were re-
ceived by the installed readers. Active Bats [WJH97] was based
on ultrasound technology and it used specific devices that were
installed into the ceiling. WALRUS system [Bor+05] also uses ul-
trasound for room–level positioning.

Smartphones became ubiquitous these days, therefore they are
the main client devices of IPS. Smartphones have various built-in
sensors which affect on the performance of the system. Movement
sensors [Taj14], Magnetometer [Li+12; Bra+14] were used to track
the movement of the device in the building. Bluetooth [Fel+03;
CGOC17; Gro+19] and WLAN [YA05; Abb+19] interfaces are both
used for positioning purposes. Although RFID based solutions
[HC10; HWB00; Hig+01; Ni+04; Xu+17] have promising results,
RFID reader has not been integrated into smartphones yet.

WiFi-based indoor positioning systems are popular due to their
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low installation cost and wide availability. These systems are gen-
erally based on client-server architecture and the positioning is per-
formed by the server. The fingerprinting method was presented in
the Radar [BP00] system first. The Horus [YA04; YA05] was also
based on fingerprinting and it showed that the performance of the
system can be improved by client-side filtering techniques. Offline
and online phases are usually distinguished by these systems. Site
survey is performed in the offline phase which is tedious, time-
consuming and costly. Localization service is available in the on-
line phase of the system. Efforts are made to merge the offline and
online phases [Wu+13]. Some popular WLAN based indoor posi-
tioning system are compared in [KT14].

Data sets are widely used for evaluation and comparison of
various machine learning algorithms. The UCI Machine Learn-
ing Repository [Lic13] contains more than 300 data sets for various
tasks such as classification, clustering and regression. This reposi-
tory contains two data sets [TS+14; TS+15] related to indoor posi-
tioning and the measurements were performed in a multi–building
and multi–floor environment. One of these data sets [TS+14] con-
tains approximately 20.000 instances of WiFi fingerprints on almost
110000m2. The other data set [TS+15] has about 40.000 instances
and it shows the variation of the Earth’s magnetic field on a 15 m×
20 m office space. However these data sets allow the comparison
of various indoor positioning methods, but they are limited to one
technology.

Hence, a new data set is required, which allows the comparison
of indoor positioning algorithm based on multiple sensors. In the
following, the construction of the Miskolc IIS Hybrid IPS Data Set
is described.

4.1 Data Set

There are various built-in sensors for mobile phones, and the com-
position of the sensor set depends on the type and the manufac-
turer of the mobile phone. This composition changes over time
due to the current trends and technology innovations.

Table 4.1 shows the usually available sensors of mobile plat-
forms, which is considered in the data set. GPS, Magnetometer,
Bluetooth, WiFi and RFID sensors had been used in the data set.
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TABLE 4.1: Common Sensors of Android Smart
Phones

Sensors
Name On Android
GPS Yes

Infrared No
Ultrasonic No

Magnetometer Yes
Bluetooth Yes

WiFi Yes
RFID No
NFC Yes

GPS is the only supported sensor for the determination of the build-
ing in case of a multi-building environment. The Magnetometer is
used due to the magnetic field in any location on the Earth. Due to
the wide range of device availability of the Bluetooth sensor, it can
provide useful information by scanning the near devices for local-
ization. The established infrastructure of WiFi Access Points makes
the usage of the WLAN sensor undeniable. The integration of the
NFC sensor has been rejected since the range of the sensor is 10 cm.

Miskolc IIS (Institute of Information Science) Hybrid Indoor Po-
sitioning System Data set [7] is available in the UCI Machine Learn-
ing Repository [3]. This data set was used to compare the differ-
ent classification methods in the same environment. The measure-
ments were recorded in a three-story building of the University of
Miskolc. The ILONA System was used to record and store the mea-
surements in a database. The construction of the data set was made
at the end of February, 2016. The measurements were performed in
a weekend in order to reduce the noise.

4.1.1 Environment

The measurements were performed in the Institute of Information
Science at the University of Miskolc. Figure 4.2(d) shows the struc-
ture of the building. The walls are made of reinforced concrete
so GPS signal is usually unavailable within the building. Further-
more, the installation of numerous WiFi Access Points was neces-
sary to provide WLAN access in the building. Four parts of the
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floor plan can be distinguished based on their purpose. The of-
fices and the laboratories are placed at both sides of the building
and their access is restricted, while the hall and the corridors have
public access. Finally, storages and rest rooms are in the centre of
the floor and the stairs are on the opposite side of the hall to the
entrance.

(a) Ground Floor (b) 1st Floor

(c) 2nd Floor

FIGURE 4.1: Covered area of the Miskolc IIS Build-
ing

The data set does not cover the entire building because access to
the offices and storage rooms is restricted. Thus, the data set cover
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about 50% of the building which is shown in Figure 4.1. Table 4.2
sums up the total and the covered area and their ratio for each floor.
The covered area is in between the area of the previously examined
databases.

TABLE 4.2: Coverage of the building

Zone Area (m2) Available (m2) Covered (m2) Ratio
Ground Floor 1425 1356 436 32.15 %

First Floor 1425 1270 812 63.93%
Second Floor 1425 1270 407 32.04%

Institute 4275 3896 1655 42.48%

The coloured points of Figure 4.2 show the unique absolute po-
sition of each measurement. The location of measurements follows
a 1 m× 1 m grid-like layout on the building. The colours of Figure
4.2 are used to separate the Zones. The uncovered parts were not
available during the recording due to security reasons. There were
further limitations on the possible positions for measuring on each
floor. The elevator, stairs and built-in cupboards reduce the avail-
able area on each floor. Figure 4.2(a) shows the ground floor, Figure
4.2(b) the first floor, Figure 4.2(c) the second floor and Figure 4.2(d)
shows the general floor plan of the building.

Figure 4.2(a) shows the positions of the ground floor. The corri-
dors and the hall are approximately 465.75m2 and cover about 33%
of the building. The reception counter, the elevator, the stairs, and
the main entrance reduce the number of measurable positions. The
soaring atrium lobby limits the area of the lobbies on the upper
floors, thus the corridors and the hall are approximately 345.75m2.

Figure 4.2(b) shows the first floor, where approximately half of
the measurements were recorded. Laboratories and a lecture hall
are placed on one side of the first floor, and they were included in
the measurement so the data set covers about 64% of the first floor.
The laboratories can be seen on the right side of Figure 4.2(b). The
built-in cupboards of the laboratories made a few points inaccessi-
ble. There were offices where we had access, which can be seen on
the left side of Figure 4.2(b). Finally, a storage room was also mea-
sured in the middle of the building, where no GSM signals were
available. The stairs and the elevator also occupy an area of the
first floor which could not be used during measuring.
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Figure 4.2(c) shows the points of the second floor. The second
floor also consists of corridors and the lobby area without stairs
and elevator. In addition, a lecture hall can be found in the back of
the building on the second floor.

(a) Ground Floor (b) 1st Floor

(c) 2nd Floor (d) Floor Plan

FIGURE 4.2: The locations of the measurements
and the floor plan, where the colours distinguish

each room

The measurements were taken in 21 symbolic positions in the
building, called Zones, hence 21 classes are distinguished. The
data set contains 1539 measurements, 32 WiFi Access Points, and
20 Bluetooth devices. The distribution of measurements in Zones
can be seen in Table 4.3.

4.1.2 Infrastructure

ILONA system [Tot16] was used to record the measurements which
is a centralized indoor positioning system detailed in Chapter 2.4
The clients were designed to run with low resources and to be easy
to implement due to the huge variety of the smart phones. Thus,
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TABLE 4.3: Number of Measured Points in the
Zones

Zone Name # of
Positions Zone Name # of

Positions
Ground Floor
West Corridor 68 Ground Floor Lobby 208

Ground Floor
North Corridor 18 1st Floor Lobby 151

Ground Floor
East Corridor 103 2nd Floor Lobby 177

2nd Floor
West Corridor 87 Lecture Hall XXVI 77

2nd Floor
North Corridor 18 Lab 101 70

2nd Floor
East Corridor 86 Lab 102 28

1st Floor
West Corridor 56 Lab 103 108

1st Floor
North Corridor 18 Lab 104 63

1st Floor
East Corridor 60 Lab 106 24

Lecture Hall 205 63 Office 107b 24
Lab 115 32

the clients are used to read sensor data and send the measurement
to the server for further processing. The measurements are stored
in a MySQL database [6].

Samsung Galaxy Young GT-S5360 smart phones were used as
clients to collect the measurements. Android 4.4.4 running on the
client devices with CynagenMod updates. The application per-
formed a measurement in tree steps. First, the corresponding sen-
sor data was read. Then, the read data were converted into a suit-
able format for the server and were wrapped. Finally, the wrapper
object was serialized in JSON and sent to the server via HTTP.

4.1.3 Data set Description

The measurements were recorded in a MySQL database by the ILONA
system [6]. The data set is available as an SQL script so it can
be used to create the same environment in other systems. The
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database was exported in a standard CSV format which is preferred
by many data mining tools.

MySQL Database

Figure 4.3 shows the schema of the database, where the main com-
ponents are the Measurement and the Position tables. The mea-
surements contain a timestamp, the positions, and data from vari-
ous sensors. The timestamp is in the format of YYYY-MM-DD hh:mm:ss,
and it is generated as the measurement had been stored in the
database. In the data set, each position record contains both abso-
lute and symbolic position, both require the manual set by the user.
The (x, y, z) absolute coordinates are defined with the base point of
the building as seen in Figure 4.2(d). The Zone is the symbolic po-
sition, which is given by the identifier and the name of the zone.
A symbolic position refers to a disjunct part of the building such
as "Lab 101", "Office 107B" or "Ground Floor West Corridor". The
measurements, positions, and zones have unique identifiers, be-
cause the client device generated the identifiers by Java UUID class.

The following sensors are supported by the schema. The GPS
sensor can determine an approximate position on Earth using the
longitude, latitude, and altitude. The magnetometer’s measure-
ment is stored as the three components of the direction vector of
the magnetic field and the rotation. Some device is able to correct
the direction vector by the rotation. Bluetooth devices had a unique
hardware address given in hexadecimal format. The RFID reader
can scan all the RFID Tag identifier within a range. The result of
RFID reader and Bluetooth scan are stored as a set of sensed de-
vices. Finally, the WiFi Received Signal Strength Indicator (RSSI)
values are stored as a key-value pair, where the Service Set Identi-
fier (SSID) is the identifier of the WiFi Access Point (AP). The RSSI
is represented in a negative form, where the closer the value to zero,
the stronger the signal. The RSSI [Wwr] is presented on 8 bit, hence
the range of RSSI values is [−255, 0].

The database store the measurements in a normalized schema
and the usage of an RDBMS is required. Because these data tend to
be analyzed, the database was exported and converted into a CSV
format which is easily distributable and supported by almost any
data analyst tool.
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FIGURE 4.3: Schema of the Database

CSV Format

In order to facilitate the data mining, evaluation, and processing
tasks, the database of measurements was exported into CSV (Comma-
Separated Values) format. The CSV schema for the measurements
can be seen in Figure 4.4. However the model supports the RFID
values, the client device had no RFID reader, hence it is omitted in
the export. Currently, the data set contains only the measurements
of a building, hence the GPS values are ignored during the export.
The rotation of the magnetometer has been already corrected by
the used smartphone. Hence, the rotation has been left out, as the
phone always senses it as 0.

FIGURE 4.4: CSV schema for the Measurements

Each row represents a measurement except the first row, which
is the header. The header contains the following fields: the ID of the
measurement, timestamp, the absolute coordinates called x, y, z, the
name of the symbolic position, the Zone ID of the symbolic position
and the magnetic field coordinates denoted with magnetometerX,
magnetometerY, magnetometerZ.
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The list of the WiFi Access Points is fixed for each measurement,
and the Access Points are presented by their SSID. Fields indexed
between 11–42 represent the RSSI value of the corresponding Ac-
cess Point. In the data set, null denotes the missing values in the
WiFi RSSI fields.

FIGURE 4.5: The number of seen WiFi Access
Points per zone

The WiFi Access Points were already installed and the WLAN
was used for communication too. The number of seen Access Points
per zone can be seen in Figure 4.5. The 32 Access Points seem to be
far more than necessary to cover the building. But a few of these
Access Points belong to the nearby student hostel or other build-
ings. The others are owned by one of the three departments which
are placed in the building. Six of these Access Points were sensed
less than 10 times and the most frequently available Access Point
was sensed nearly 1200 times. There are Access Points, which had
been sensed in every zone, while 5 Access Point was only sensed in
one zone. A zone sensed at least 11 Access Points, but the number
of detected Access Points does not exceed 24.

The range of the RSSI values is [−96,−34]. The average RSSI
values of Access Points per zone can be seen in Figure 4.6. The
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FIGURE 4.6: The average RSSI of WiFi Access
Points per zone

loudest average RSSI could be sensed with IITAP1 and IITAP1-
Guest in the Office 107b. The average RSSI values of the Access
Points are in the range [−94,−71.8].

Results of the Bluetooth scan are placed in the last part of the
record. Each position between 43 and 65 has a corresponding de-
vice that is identified by a string, which contains its name and MAC
address. In these positions, the record contains 1 if the device was
within range and 0 otherwise.

Each measurement sensed 0 to 10 Bluetooth enabled devices.
On average, about 4 Bluetooth enabled devices were sensed by
a measurement. This phenomenon fits the setup of the measure-
ments and can be explained with the relatively short range of Blue-
tooth. Nine of the Bluetooth devices were installed for the mea-
surement and the others were used by visitors.

The number of seen Bluetooth devices per zone can be seen in
Figure 4.7. All of the Bluetooth devices were seen at least 100 times.
A Bluetooth device was sensed at least 4 different rooms, while the
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FIGURE 4.7: The number of seen Bluetooth devices
per zone

most seen Bluetooth device was seen in 19 rooms. In a room, the
number of detected devices is between 4 and 18.

4.2 Benchmarking with Classifiers for Indoor Po-
sitioning

To develop a classification-based room level indoor positioning method,
the performance evaluation of some well-known classifiers is nec-
essary. The Miskolc IIS Hybrid Indoor Positioning System Data set
[7; 3] was used as the data set during the evaluation process. The
following classification methods were tested: k–NN, Naive Bayes,
Decision Tree, ANN, and Rule induction. This section gives a brief
overview of the classifiers tested and the setup of the training and
validation data sets.

4.2.1 Evaluation Process

The evaluation process was performed with RapidMiner with the
exception of the Multilayer Perceptron (MLP) because its topology
was optimized with a genetic algorithm. The Multilayer Percep-
tron was implemented by the Weka Framework.

Figure 4.8 shows the flowchart of the evaluation process. The
process retrieves the Miskolc IIS Hybrid IPS data set detailed in
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FIGURE 4.8: The steps of the evaluation process

Section 4.1.3 in CSV format. The redundant, technical or not rele-
vant attributes are eliminated by dimension reduction. The miss-
ing RSSI values are replaced with an out-of-range value. In the
data set, −100 was chosen to represent unreachable Access Points.
However, the measured values are accepted in their original form,
the inaccuracy of the measured values is not examined. Then the
data set is split into training and test sets. The label role is set on
the Zone ID field, which marks the class attribute, then the classi-
fier model is built with the training set. In the Apply Model step, a
category is predicted for each record of the validation set based on
the classifier model. Then the performance vector of the classifier
is calculated.

The main factor during the evaluation of each model was the
classification accuracy based on the validation samples. It provides
us with more certainty that an unknown measurement will be clas-
sified correctly.

Accuracy(c) =
|cCorrect|

|cCorrect|+ |cIncorrect|
(4.1)

The formula in Equation 4.1 is the accuracy of a given c class.
cCorrect stands for the cases when the actual c class is predicted as c,
and cIncorrect denotes the cases when actual c is predicted as not c.
To determine the accuracy of the model based on the performance
vector, the proportion of correct predictions is calculated. The com-
parison is based on these accuracy rates.
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Training and validation sets

The data set is partitioned into the training and the validation sub-
sets. The schema for training and validation sets can be seen in
Figure 4.9. The records of each set contain attributes related to the
sensors and the id of the symbolic position as category label. The
training set is used for building each classifier, and the classifier is
tested by the validation set.

FIGURE 4.9: CSV schema for the training and val-
idation set

Due to the small data set, the training and validation sets were
built by the stratified sampling of the data set with a 0.9 and 0.1
ratio. The classifiers are not tested with records contained in the
training set. So the evaluation shows how well the classifier works
with unknown objects.

RapidMiner

RapidMiner [HK13] is an open-source, cross-platform data mining
software implemented in Java. RapidMiner can be used for sta-
tistical analysis, data mining and predictive analytics. The eval-
uation process can be implemented with the built-in components
of RapidMiner. The graphic user interface can visualize the per-
formance with a confusion matrix [Con] and the accuracy of each
method tested. RapidMiner was also used to create the training
and validation sets for programmatic use of the Weka.

Weka

The Artificial Neural Network-based classifiers were tested in Rapid-
Miner but the optimization of the topology was considered to be
difficult by the software. Thus a custom Java application was de-
veloped to optimize the topology of ANN. The implementation of
ANN was provided by the Weka (Waikato Environment for Knowl-
edge Analysis) [Hal+09] Framework. The Weka Framework pro-
vides access to a collection of machine learning algorithms and
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tools for evaluation. To optimize the topology of ANN a genetic
algorithm was used.

TABLE 4.4: Parameters of Genetic Algorithm

Number Population Number Iteration Mutation Rate
1. 400 50 0.8
2. 400 50 0.6
3. 400 25 0.8
4. 200 25 0.9
5. 200 50 0.4

Table 4.4 shows the parameters used during genetic algorithms.
The number of elite entities is 5% of the population and these en-
tities are carried over to the next population unaltered. The ge-
netic algorithm uses roulette-wheel selection to determine the en-
tities for breeding. Training time, learning rate, momentum, and
hidden layers, the parameters of the multilayer perceptron, are op-
timized with genetic algorithms.

4.2.2 Tested Classifiers

This work focuses on the performance analysis of well-known clas-
sification methods for room-level indoor positioning. Decision tree,
k–NN, Rule Induction, Naive Bayes, and Artificial Neural Network
classifiers were analysed and evaluated. These well-known classi-
fiers can be categorized into Instance-based and Model-based learn-
ing approaches.

An instance-based classifier predicts the class based on the un-
modified training instances. Therefore the classifier does not need
retouch in case of new training instances. However, the time com-
plexity is growing with the increasing number of training instances
(O(n)). The k–NN and the Naive Bayes classifiers are instance-
based.

A model-based classifier constructs a deterministic model by
the training instances. The time complexity of model-based classi-
fiers is O(1) or O(log n). Although a new training instance requires
the rebuilding of the model. The Decision Tree, the ID3, the Rule
Induction, and the Artificial Neural Network classifiers belong to
this category.

The following part of this section gives a brief overview of the
selected methods.
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Naive Bayes

The Naive Bayes classifier [JL95] is a group of probabilistic classi-
fiers based on Bayes’ theorem. Naive Bayes is a conditional prob-
ability model that assumes the independence of the random vari-
ables. The given measurement is represented by a X = (X1, X2, ..., Xn)
vector. Equation 4.2 shows the calculation of the probability that
the X observation is classified as k class, where Ck represents the
kth class. The observed object is classified as the class with the
maximum probability value.

p(Ck|x) =
p(Ck) p(x|Ck)

p(x)
(4.2)

The Naive Bayes (kernel) uses a weighting function in non-parametric
estimation techniques. The Naive Bayes and the Naive Bayes (kernel)
components require a training set, and the output of each compo-
nent is a classifier model. The Naive Bayes component only sup-
ports the Laplace correction parameter, which indicates if the zero
probabilities should be prevented. The Naive Bayes kernel compo-
nent also defines additional parameters. The estimation mode pa-
rameter sets the kernel density estimation mode. The minimum
bandwidth, the bandwidth and the number of kernels are further pa-
rameters of estimation modes. The use application grid indicates if
the kernel density function grid should be used.

k–Nearest Neighbour

The k–Nearest Neighbour [CD07] is a non-parametric method used
for classification. The k–NN method searches for the k most similar
samples to the input in the sample set. The similarity is calculated
based on an arbitrary distance function such as Euclidean distance.
The category is determined by a majority vote. The k parameter is a
positive integer that determines the number of the neighbours, and
it is suggested to be odd to prevent the bi-valence of the major vote.
If k is set to 1, the output is simply the class of the nearest neigh-
bour, thus the classification problem becomes a minimum search
task.

The input of k–NN component is a training set, and the output
is a classifier model. The following parameters of the k–NN are
adjusted to achieve higher accuracy. The k parameter is the number
of nearest neighbours, which are used to determine the category by
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majority voting. The weighted vote indicates the usage of different
voting, by calculating the weight for each neighbour based on its
distance from the unknown object. The measure types parameter is
used for selecting the type of measure to be used for finding the
nearest neighbours. The mixed measure, nominal measure, numerical
measure parameters declare the distance function used.

Multilayer Perceptron

The Multilayer Perceptron [PM92] is a feed-forward artificial neu-
ral network that has various applications such as function approxi-
mation and classification. Neural networks are usually considered
as a black box whose input is a vector that represents the object,
and the output is the estimated value or category.

Multilayer Perceptron is a Fully Connected Network, where
each node is a neuron with a non-linear activation function, ex-
cept the input nodes. The input layer is the known attributes of the
object. The output layer contains nodes for each class attribute. Ar-
tificial Neural Networks are popular because they are easy to use,
but their tuning can be difficult and time-consuming.

The Neural Net component is based on a multilayer perceptron
and requires a mapped training set with numerical categories, and
the output is a classifier model. The neural net classifier model-
based prediction requires remapping for calculating the performance.
There are numerous parameters of the Neural Network. The hidden
layers parameter determines the number of nodes in each hidden
layer, separated with a comma. The training cycles or training time
is the number of training epochs, which is a forward and a back-
ward pass of all the training examples. The learning rate determines
the convergence of the multilayer perceptron. The momentum pa-
rameter is used to reduce the fluctuations in weight changes.

Decision Tree and ID3

The decision tree is a decision support tool, with the advantage
to visualize the decision-making process. The internal nodes test
attributes and each branch represent a decision, while the leaves
denote categories. ID3 [Hss+14] is an algorithm that is used to gen-
erate a decision tree, but it cannot handle continuous attributes. For
each unused attribute it calculates the entropy of the subset, then
selects the attribute with the smallest entropy value, and splits the
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subset based on it. It repeats the previous step on every subset un-
til one of the following exit criteria is fulfilled: there are no more
attributes to select, the subset belongs to the same class or no ex-
amples are left in the subset. It uses a greedy approach by selecting
the best variation in every step, which can lead to local optima.

The Decision Tree and the ID3 components require a training set,
and the output of each component is a classifier model. The Deci-
sion Tree component is based on the C4.5 [Hss+14] algorithm, which
can handle missing values. The Decision Tree component and the
ID3 component have common parameters. The criterion parame-
ter selects the metric of attributes for splitting, like information gain
or gain ratio. The minimal gain parameter determines the threshold
for split based on the gain value of the node. The minimal leaf size
is the number of minimal examples in its subset. The minimal size
for split determines that only those nodes are split whose size is no
less than this parameter. The ID3 component learns an unpruned
decision tree. The Decision Tree and the ID3 components have the
same parameters, which are the following. The maximal depth is
the termination condition of the tree building process, which de-
termines the maximal number of levels of the tree. Apply pruning
and apply prepuning parameters enable or disable the pruning and
prepruning process on the tree. The number of prepuning alternatives
adjusts the number of alternative nodes tried for splitting when the
split of a certain node is prevented. The confidence parameter is the
confidence level used in the pruning process.

Rule Induction

Rule Induction [GB05] is a supervised learning method, where each
case has a labelled class attribute. The outcome of the rule is the
predicted class, and the conditions are the path along the leaf node
of the prediction. Starting with the less dominant classes, the al-
gorithm iteratively expands and abridges rules until there are no
positive examples left or the error rate is greater than 50%.

The Rule Induction component requires a training set, and the
output of the component is a classifier model. The parameters of
Rule Induction are the following. The criterion parameter selects
the metric of attributes for splitting, like information gain or accu-
racy. The sample ratio defines the ratio of training data for growing
and pruning. The pureness is the minimum ratio of the major class



Chapter 4. Symbolic Indoor Positioning as Classification Task 37

in the covered subset. The minimal prune benefit parameter deter-
mines the amount of benefit which is required to be pruned over
unpruned. The use local random seed enables or disables the usage
of local random seed for randomization.

4.2.3 Experimental Results

This section presents the achieved accuracy of the selected meth-
ods. The Artificial Neural Network is denoted as ANN, the k–
NNW represents the weighted vote variant of the k–NN. Decision
tree with C4.5 algorithm is denoted as Decision Tree, while with
the ID3 algorithm is denoted by ID3 according to the RapidMiner
component name.

FIGURE 4.10: Performance of the k–NN, Rule In-
duction, Decision Tree, Artificial Neural Network

and Naive Bayes

Figure 4.10 shows the accuracies achieved during the experi-
ments with k–NN, Naive Bayes, Rule Induction, Artificial Neural
Network, and Decision Tree classification methods.

Most of the methods tested performed between 85% and 90%
accuracy. Among the methods tested in Rapid Miner, the k–NN
classifier had the best performance (92.26%) when the k parameter
was 3 and uses weighted major vote, as is shown in Figure 4.10 and
denoted by 3-NN W. The Artificial Neural Network could perform
96.77% accuracy with 0.9 learning rate, 0.5 momentum, 380 training
time and 1 hidden layer with 30 neurons.
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TABLE 4.5: Ranking of the tested classifiers

# Method Accuracy # Method Accuracy
1. ANN 96.77 7. 13–NN 90.32
2. 3–NN W 92.26 12. 1–NN W 89.68
2. 3–NN 92.26 12. 1–NN 89.68

2. 9–NN W 92.26 14.
Naive Bayes 2
kernel

89.68

5.
Naive Bayes 1
kernel

91.61 15. 5–NN 89.03

6. 9–NN 90.97 16. Naive Bayes 87.10
7. 5–NN W 90.32 17. Decision Tree 84.52
7. 11–NN W 90.32 18. ID3 83.87
7. 11–NN 90.32 19. Rule Induction 80.65
7. 13–NN W 90.32

Naive Bayes

As can be seen in Figure 4.10 the Naive Bayes classifier performed
at 87.1% accuracy, which could be increased 91.61% accuracy by
the application of one kernel density function. The number of the
individual kernel density functions determines the smoothing. The
values of the parameters do not change the accuracy significantly;
most of the built models resulted in 91.61% accuracy.

k–Nearest Neighbour

The performance of the k–NN algorithm depended on the k param-
eter as seen in Table 4.5. Due to the characteristics of the training
and validation sets, each method tested was used with the Mixed
Euclidean Distance function.

The 3–NN method with and without weighted voting achieved
the highest, 92.26% accuracy among the k–NN methods tested. The
weighted versions of k–NN methods reached at least the same ac-
curacy as the majority vote versions. The amount of increase achieved
by weighted vote is 1.5% in the case of 5–NN and 1.4% of 9–NN
method. The 3–NN, the 11–NN performed the accuracy regardless
of the method of voting. The k–NN method had the lowest perfor-
mance with 89.03% when the k parameter was chosen to be 5 and
the vote type is simple major.
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Multilayer Perceptron

The multilayer perceptron was first tested with RapidMiner, and it
achieved 96.77% with 0.9 learning rate, 0.5 momentum, 380 train-
ing times 380 and 30 hidden nodes in one layer. To optimize the
topology and learning parameters of the perceptron, a genetic al-
gorithm, seen in Table 4.4, the Weka framework was used. Weka
framework provides the MultiLayerPerceptron class that imple-
ments an Artificial Neural Network based classifier.

Five genetic algorithms were used to determine the best global
parameters of Multilayer Perceptron, as it can be seen in Table 4.4.
The result of these genetic algorithms can be seen in Table 4.6,
where the 100 most accurate neural networks of the last iteration
for each genetic algorithm were analysed. The best neural network
of all cases achieved 100% with 0.464 learning rate, 0.458 momen-
tum, 217 training epoch and 24 hidden nodes.

TABLE 4.6: Top 100 Most Accurate Artificial Neu-
ral Network of the Genetic Algorithms

Case 1 Case 2 Case 3 Case 4 Case 5

Accuracy (%)
Min 93.35 99.49 99.64 99.42 99.21
Max 99.78 99.86 100 99.86 99.71
# of Max 9 2 1 3 4

Hidden
Nodes (#)

Min 15 16 21 20 14
Max 17 18 24 24 17
Most
Frequent

16 17 22 22 15

Training
Time
(epoch)

Min 180 189 198 206 171
Max 218 217 230 224 213
Most
Frequent

195 200 210 214 196

Learning
Rate
]0, 1]

Average 0.488 0.48 0.463 0.497 0.456
Most
Frequent

0.488 0.481 0.464 0.497 0.46

Momentum
]0, 1]

Average 0.435 0.407 0.457 0.452 0.375
Most
Frequent

0.433 0.405 0.454 0.452 0.377

The first genetic algorithm achieved the accuracy in a range of
99.35− 99.78%, and 9 neural networks achieved the maximum ac-
curacy of this case. The number of hidden nodes ranged between
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15− 17, and the most frequent hidden node number was 16. The
training time of these Multilayer Perceptrons is 180 to 218 epochs,
while the most frequent parameter is 195. The average learning
rate is 0.488 with 0.488 as the most frequent learning rate, while the
average momentum is 0.435 with 0.433 as the most frequent mo-
mentum.

The second genetic algorithm achieved the accuracy in a range
of 99.49− 99.86%, and 2 neural networks achieved the maximum
accuracy of this case. The number of hidden nodes ranged between
16− 18, and the most frequent hidden node number was 17. The
training time of these Multilayer Perceptrons is 189 to 217 epochs,
while the most frequent parameter is 200. The average learning
rate is 0.48 with 0.481 as the most frequent learning rate, while the
average momentum is 0.407 with 0.405 as the most frequent mo-
mentum.

The third genetic algorithm achieved the accuracy in a range
of 99.64− 100%, and 1 neural network achieved the maximum ac-
curacy of this case. The number of hidden nodes ranged between
21− 24, and the most frequent hidden node number was 22. The
training time of these Multilayer Perceptrons is 198 to 230 epochs,
while the most frequent parameter is 210. The average learning
rate is 0.463 with 0.464 as the most frequent learning rate, while the
average momentum is 0.457 with 0.454 as the most frequent mo-
mentum.

The fourth genetic algorithm achieved the accuracy in a range
of 99.42− 99.86%, and 3 neural networks achieved the maximum
accuracy of this case. The number of hidden nodes ranged between
20− 24, and the most frequent hidden node number was 22. The
training time of these Multilayer Perceptrons is 206 to 224 epochs,
while the most frequent parameter is 214. The average learning
rate is 0.497 with 0.497 as the most frequent learning rate, while
the average momentum is 0.452 with 0.452 as the most frequent
momentum.

The fifth genetic algorithm achieved the accuracy in a range of
99.21− 99.71%, and 4 neural networks achieved the maximum ac-
curacy of this case. The number of hidden nodes ranged between
14− 17, and the most frequent hidden node number was 15. The
training time of these Multilayer Perceptrons is 171 to 213 epochs,
while the most frequent parameter is 196. The average learning
rate is 0.456 with 0.46 as the most frequent learning rate, while the
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average momentum is 0.375 with 0.377 as the most frequent mo-
mentum.

Decision Tree

As can be seen in Figure 4.10, the Decision Tree method performed
84.52% while the ID3 method achieved 83.87% accuracy. The split
criteria is set to gain_ratio, which solves the drawback of informa-
tion gain, that attributes with a large number of distinct values
might learn the training set too well. The set of minimal leaf size
parameter is 2, while the minimal gain is 0.1 in both classifiers. The
Decision tree are parametrized with 0.01 confidence level and the
minimal size for split is 4 in ID3.

Rule Induction

Figure 4.10 shows that the Rule Induction method achieved 80.65%
accuracy. The split criterion of Rule induction is information_gain.
The pureness parameter is set to 1.0 so only one class is covered
in the subset, and the sample ratio is also set to 1.0. The minimal
prune benefit is set to 0.9 to be the threshold of pruning a rule.

4.2.4 Discussion

Based on the experimental results, the following observations can
be drawn for each classifier tested. Simulations show that Rule In-
duction and Decision Tree classifiers are not suggested due to their
low accuracy. The Naive Bayes achieved an acceptable accuracy,
while the k–NN and ANN managed to earn the best results.

The Decision Tree can handle both nominal and numerical types.
Accuracy is influenced by the variation in data types. Decision Tree
using nominal WiFi RSSI values achieved higher accuracy than us-
ing numerical WiFi RSSI values. Even with the highest accuracy
that the Decision Tree achieved, it underperformed 55% of tested
methods.

The ID3 algorithm can only handle continuous attributes, and
the WiFi RSSI attributes of the measurement are continuous nu-
merical values. Hence, conversion to nominal type is required in
the classifier building process. The usage of the ID3 classifier is
limited due to the fact that the conversion of unknown measure-
ments is also necessary for predicting the category. In the case of
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fulfilled conditions, the ID3 tree could not outperform the other
well-known methods.

Rule Induction can handle both nominal and numerical types.
Rule Induction performed better with numerical WiFi RSSI values.
However, Rule Induction has the lowest accuracy of the methods
tested.

Although the Naive Bayes classifier achieved 87.10% accuracy
during the test, 79% of the tested methods outperformed it. The
usage of kernel functions could increase the accuracy up to 91.61%.
This performance was enough to be only the fourth worst choice
among the selected methods during the tests, regardless of the ap-
plication of kernel functions.

The k–NN algorithm outperformed most of the other classi-
fication methods during the tests and achieved 92.26% accuracy.
The performance of the k–NN classifier strongly depends on the
k parameter. 3–NN achieved the highest accuracy among the k–
NN methods and even among all tested methods. Furthermore,
distance-based weighting could increase its accuracy. Based on the
experimental results, the k–NN is a good candidate to be used for
indoor positioning purposes.

The usage of ANN method is highly recommended based on
the experimental results. Artificial Neural Networks achieved 100%
and 99.86% accuracy, although their training and the finding of the
best parameters could be time-consuming and challenging. On the
other hand, ANN classifiers have to be retrained if the training set
changes. The training time of ANN strongly depends on the topol-
ogy and the training time. The topology is the number of hidden
layers and nodes. The training time denotes the number of epochs
during the training.

As an overall observation, one classifier can be highlighted from
each classifier category for indoor positioning purposes. From the
instance-based classifiers, the k–NN method seems to be the best
classifier. In the case of model-based classifiers, the ANN achieved
outstanding results among them.

From the viewpoint of performance of Indoor Positioning Sys-
tems, the time complexity of the classification methods can be im-
portant too. The time complexity of k–NN classification algorithm
is O(n), where n is the number of samples that could limit its ap-
plicability in real-life scenarios. The time complexity of prediction
of the ANN classifiers is constant (O(1)), i.e. the time cost of classi-
fication is independent of the number of instances in the database.
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Although the time complexity of the classification methods was
not analysed in the current work, it was taken into account dur-
ing the making of suggestions. The ANN classifier significantly
faster than the k–NN, which can improve the user experience in a
real-life scenario. The k–NN algorithm is recommended because
it could achieve high accuracy, it is simple and does not require
modification when the training set changes. In addition, the ANN
method is also recommended due to its high accuracy and fast re-
sponse time. In cases when the data set is dynamically changing,
k–NN is the preferable classifier choice due to the building time of
the ANN. However, if the data set is static, and the fast response
time is a criterion, ANN is the recommended classifier.

To sum up the observations, based on the test performed the
usage of k-NN and ANN classifiers are recommended for indoor
positioning purposes.

4.3 Conclusions

In the time of the construction of the Miskolc IIS Hybrid IPS Data
Set, there was a need for such a data set, because no data set was
available that contains multiple sensor data for indoor positioning
purposes. The Miskolc IIS Hybrid IPS Data Set was cited by re-
searchers from Spain, Ecuador, France and USA, and it was recog-
nised by other researchers from Italy, Iran, Pakistan, and Malaysia
since 2017. The data set allows the comparison and evaluation of
indoor positioning algorithms.

Well-known classifiers were evaluated over the Miskolc IIS Hy-
brid IPS Data set. Both instance-based and model-based approaches
were examined, namely Decision Tree, k–NN, Rule Induction, Naive
Bayes and Artificial Neural Network. Experimental results showed
that the k–NN and the ANN classifiers could be used for indoor po-
sitioning purposes. The k–NN with k set as 3 achieved 92.26% ac-
curacy, but the time complexity is O(n). The ANN optimized with
genetic algorithm could achieve 96.77%, although it requires the re-
building of the model in case of new training instance. Hence, both
an instance-based and a model-based classifier could be applied
efficiently to indoor positioning purposes.

Since the construction of the Miskolc IIS Hybrid IPS Data Set,
there are new data set for indoor positioning purposes, but they
mainly use one technology. For example, the MagPIE [Han+17]
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data set uses magnetometer measurements and inertial measure-
ment unit values. The measurement was performed in a multi-
building environment in a large, 960m2 total test area. Another ex-
ample is a crowdsourced WiFi data set [Loh+17], which contains
4648 fingerprints collected with 21 devices. It was recorded in a
five-floor building with a footprint of about 22570m2. The last ex-
ample is a data set [Bar+16], which uses multiple sensor and mul-
tiple source. It uses WiFi and geo-magnetic field fingerprints with
additional inertial sensor data from smartwatch and smartphone.

Thesis 1.

Room-level indoor positioning can be considered as a classifica-
tion problem. I created a data set, which allows benchmarking of
classification-based symbolic indoor positioning methods.
Related Publications: [6], [9], [7], [4].
Citations: [CGOC18], [CGOC17], [MS+19], [Sat18], [MS+18], [Bog17],
[Fen+20], [YZZ20], [SS+20], [NMN20], [AM20], [Elg+20], [Ara+20],
[MGT18]
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Chapter 5

Topology-based Evaluation

Thesis 2. I proposed a topology-based evaluation
method for classification-based indoor positioning algo-
rithms which allows a more detailed evaluation.

In a further examination of experimental results produced by
symbolic indoor positioning methods, a remarkable behaviour can
be detected. A more accurate classification method predicts further
the symbolic positions from the original location when it is mis-
classified, than a less accurate classifier. Furthermore, less accurate
classifiers often predict the neighboring, and nearby symbolic po-
sition. In conclusion, a different approach is recommended to be
considered as an alternative of CRISP.

5.1 Further Experiment

To revise the conclusion about the most suitable classifier, the ex-
tended evaluation process is performed in each case of classifier
tested. The Miskolc IIS Hybrid IPS Dataset, detailed in Section 4.1.3
was also the base of the extended evaluation. The confusion matrix
created by RapidMiner software was used to calculate the metrics.

The dataset is partitioned into training and test set, and the dis-
tribution of instances in the training and test sets is proportional to
the Zone distribution of the whole dataset. The comparison rests
on the accuracy metric of the CRISP approach defined in Equation
3.3 based on the confusion matrix shown in Table 3.1.

Besides the overall accuracy, small areas of the environment are
chosen to observe the classification errors more detailed. To detect
the challenging areas, the base of selection is the number of training
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points and the density of the Zones. The vertical aligned Zones are
not considered to be neighbours and the lobbies are dismissed due
to the soaring atrium. We choose two, disjunct groups of Zones to
examine the tested classifiers. Each group consists of four Zones,
where at least one Zone is enclosed by the others.

5.1.1 Extended Results

The overall result of the experiment can be seen in Table 5.1. The
classifiers are in descending order based on overall accuracy. There
are additional information about the classifiers, like the number of
misclassified cases. The misclassified cases are categorized based
on the distance of the actual and predicted Zones, namely Close
and Far prediction, using domain knowledge. A misclassification
is called far, when the predicted zone has no common neighbour
with the actual zone. In the case of k–NN classifiers, the W suffix
denotes the distance-based weighted variant.

TABLE 5.1: Summary of Tested Classifiers

Name
Accuracy
in %

Miss Close Far
Close
ratio

Far
ratio

ANN 96.77 5 4 1 0.8 0.2
3NN W 92.26 12 8 4 0.67 0.33
9NN W 92.26 12 8 4 0.67 0.33

Naive Bayes
1 kernel

91.61 13 10 3 0.77 0.23

9NN 90.97 14 8 6 0.57 0.43
5NN W 90.32 15 10 5 0.67 0.33
11NN W 90.32 15 12 3 0.8 0.2
13NN W 90.32 15 11 4 0.73 0.27

13NN 90.32 15 11 4 0.73 0.27
1NN W 89.68 16 12 4 0.75 0.25

5NN 89.03 17 11 6 0.65 0.35
Naive Bayes 87.10 20 15 5 0.75 0.25
Decision Tree 84.52 24 11 13 0.46 0.54

ID3 83.87 25 15 10 0.6 0.4
Rule Induction 80.65 30 18 12 0.6 0.4

The most accurate classifier is the Artificial Neural Network in
the experiment. It misclassified the least cases among the tested
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classifiers, and the number of far prediction is 1. The 3–NN W
and 9–NN W classifiers achieved the highest accuracy among the
instance-based classifiers. Each classifier fairly missed 4, and slightly
missed 8 cases. The classifier with the lowest accuracy is Rule In-
duction. It misclassified 30 cases, where 12 was a far miss.

The 9NN classifier missed more cases far away, than the Naive
Bayes classifier, although the 9NN achieved 3.87% higher accuracy.
In the following sections, the examination of these two classifiers is
taken place in two different selected areas.

5.1.2 1st Case

The first case was selected to be on the first floor, because it is the
most covered floor. Besides the lobbies, the Lab 103 has the most
measured points. Thus, the Lab 103, and its direct neighbours have
been highlighted. The selected Zones, and their layout can be seen
in Figure 5.1. These Zones are called Lab 102, Lab 103, Lab 104 and
1st Floor West Corridor.

FIGURE 5.1: Selected Zones of 1st Case
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Evaluation

The observed part of the confusion matrix of 9–NN classifier can
be seen in Table 5.2, and the confusion matrix for Naive Bayes clas-
sifier can be seen in Table 5.3. The 1st Floor West Corridor is denoted
in the Table 5.2 with its abbreviated form. The four highlighted
Zones have a total of 26 test cases, where the number of test cases
for each Zone is proportional to its area.

TABLE 5.2: Confusion Matrix of 1st Case Selected
Zones with 9NN classifier

Predicted

Actual
1st Floor

West
Corr.

Lab
102

Lab
103

Lab
104

Other
Close

Far
Total

Result

1st Floor
West
Corr.

4 1 1 6

Lab
102

1 0 1 1 3

Lab
103

10 1 11

Lab
104

6 6

Total
Result

5 0 11 8 1 1 26

9-NN As can be seen in Table 5.2, the number of misclassified
cases is 6, thus the accuracy of these four Zones is 79.62%. Al-
though, only one case had been predicted to be a far Zone among
the highlighted Zones. The lowest recall valued Zone is the Lab 102
with 0%, thus all the cases are misclassified. And none of the cases
are classified as this Zone. The Lab 104 Zone achieved the highest
recall with 100%, so each case with actual Lab 104 is classified cor-
rectly. However, two cases are predicted incorrectly as the Lab 104
Zone.

Naive Bayes As can be seen in Table 5.3, the number of misclassi-
fied cases is 7, thus the accuracy of these four Zones is 73.08%. Al-
though, only one case had been predicted to be a far Zone among
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TABLE 5.3: Confusion Matrix of 1st Case Selected
Zones with Naive Bayes classifier

Predicted

Actual
1st Floor

West
Corr.

Lab
102

Lab
103

Lab
104

Other
Close

Far
Total

Result

1st Floor
West
Corr.

2 3 1 6

Lab
102

3 3

Lab
103

11 11

Lab
104

3 3 6

Total
Result

2 3 14 3 3 1 26

the highlighted Zones. The lowest recall valued Zone is the 1st
Floor West Corridor with 33%, thus two-third of the cases are mis-
classified. The Lab 102 and the Lab 103 Zones achieved the highest
recall values with 100%, so each case is classified correctly. How-
ever, three cases are predicted incorrectly as the Lab 103 Zone.

5.1.3 2nd Case

The second case was selected to be Zones from the top floor, where
a Lecture Hall was accessible. Thus, the Lecture Hall 205, and its
neighbours, namely 2nd Floor East Corridor, 2nd Floor West Corridor
and 2nd Floor North Corridor have been highlighted.

Evaluation

The observed part of the confusion matrix of 9–NN classifier can
be seen in Table 5.4, and the confusion matrix of Naive Bayes can
be seen in Table 5.5. The West, East and North corridors of the 2nd
floor are displayed with an abbreviated form. The four highlighted
Zones have a total of 26 test cases, where the number of test cases
for each Zone is proportional to its area.
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FIGURE 5.2: Selected Zones of 2nd Case

9-NN As can be seen in Table 5.4, the number of misclassified
cases is 1, thus the accuracy of these four Zones is 96.15%. Al-
though, that one case had been predicted to be a far Zone among
the highlighted Zones. The lowest recall valued Zone is the 2nd
Floor East Corridor with 88.89%, thus only one case is misclassified.
The Lab 102, Lab 103 and Lab 104 Zones achieved the highest recall
with 100%, so each case classified correctly. Moreover, no case is
predicted incorrectly as one of the highlighted Zones.

Naive Bayes As can be seen in Table 5.5, the number of misclassi-
fied cases is 5, thus the accuracy of these four Zones is 80.77%. Al-
though, only one case had been predicted to be a far Zone among
the highlighted Zones. The lowest recall valued Zone is the Lecture
Hall 205 with 55%, thus half of the cases are misclassified. The 2nd
Floor North Corridor and the 2nd Floor West Corridor Zones achieved
the highest recall values with 100%, so each case is classified cor-
rectly. However, three cases are predicted incorrectly as the 2nd
Floor North Corridor Zone, and 1 as the Lecture Hall 205.
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TABLE 5.4: Confusion Matrix of 2nd Case Selected
Zones with 9NN classifier

Predicted

Actual

2nd
Floor
East
Corr.

2nd
Floor
North
Corr.

2nd
Floor
West
Corr.

Lecture
Hall
205

Far
Total

Result

2nd Floor
East
Corr.

8 1 9

2nd Floor
North
Corr.

2 2

2nd Floor
West
Coor.

9 9

Lecture
Hall
205

6 6

Total
Result

8 2 9 6 1 26

5.1.4 Discussion

Based on the experimental results, the following two remarks can
be made. Firstly, the CRISP based accuracy is not a sufficient in-
dicator for compare indoor positioning methods. Secondly, the
CRISP approach does not take into account the topology.

The k–NN variants and Artificial Neural Network classifiers
achieved the highest accuracies during the experiments. The Naive
Bayes classifier with one kernel function performed in the top five
of tested classifiers. The Decision Tree, the ID3, and the Rule Induc-
tion performed the least accuracy. The Rule Induction achieved ap-
proximately 3.2% less than the ID3. The accuracy deviation among
the first and last classifier is more than 16%.

The four most accurate classifiers achieved more accuracy than
91.6%. These classifiers fairly far misclassified maximum 5 cases.
However, the fifth most accurate classifier, the 9–NN achieved 90.97%
accuracy with 6 fairly far misclassified cases. The next classifier in
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TABLE 5.5: Confusion Matrix of 2nd Case Selected
Zones with Naive Bayes classifier

Predicted

Actual

2nd
Floor
East
Corr.

2nd
Floor
North
Corr.

2nd
Floor
West
Corr.

Lecture
Hall
205

Far
Total

Result

2nd Floor
East
Corr.

7 1 1 9

2nd Floor
North
Corr.

2 2

2nd Floor
West
Coor.

9 9

Lecture
Hall
205

3 3 6

Total
Result

7 5 9 4 1 26

the order to fairly far miss this amount of cases is the 5–NN clas-
sifier with 89.03%, which is the eleventh in the order by accuracy.
The Naive Bayes classifier is the twelfth in the order with 87.1%,
and it missed one less case fairly far than the 9–NN. Therefore, the
comparison of the 9–NN and the Naive Bayes classifiers in a more
detailed view could explain the nature of these classifiers.

The Naive Bayes classifier misclassified 6 more cases than the
9–NN classifier. However, these additional errors are not increased
the number of fairly far misclassified cases, thus this 6 case is missed
in a close range. Moreover, the number of fairly far misclassified
cases is decreased by one. Thus, the size of the error should be
measured. Hence, the CRISP based accuracy is not the most suit-
able indicator for comparing indoor positioning method.

Furthermore, the two highlighted part of the building, detailed
in Section 5.1.2 and Section 5.1.3, shows that the two classifiers be-
haved differently in denser areas.

In the 1st Case, the accuracy of 9–NN classifier is 79.62%, while
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the Naive Bayes classifier achieved 73.08%. In the 2nd Case, the
9–NN classifier correctly classified 96.15% of the cases, while the
Naive Bayes could only 80.77%. It follows that the 9–NN classifier
could overperform its overall accuracy in one of the dense areas.

The 9–NN classifier is not be able to predict the position for Lab
102 Zone, despite this, the recall of 2nd Floor North Corridor is 100%.
As Figure 4.2 shows, the 2nd Floor North Corridor contains fewer
points, than the Lab 102, hence we expect the classifier to recall the
Lab 102 at least the same.

The 9–NN and Naive Bayes classifiers in the two highlighted
areas misclassified fairly far the same amount, 2 cases We can con-
clude from this, that the 9–NN classifier makes 4 faults in less dense
areas, while the Naive Bayes only makes 3.

Consequently, the CRISP approach is not sufficient to evaluate
classifiers for indoor positioning purposes, because it does not take
into account the topology.

Topology-based evaluation of symbolic indoor positioning meth-
ods requires two things: a classification error calculation method
and a formal description of the indoor environment as domain knowl-
edge to quantify the classification error.

5.2 Requirements for Topology-based Classifi-
cation Error Calculation

The topology of the building defines the Zones and their sizes and
arrangement. The topology-based approach should measure the
similarity of the Zones based on their distance and size. We can
establish requirements, which seems to be essential for topology-
based classification error calculation for symbolic indoor position-
ing purposes. Firstly, the error values should be proportional to the
sizes of the Zones. Secondly, the layout of the Zones should have
a high impact on the error values. Lastly, the classification error
should not be symmetric due to the size differences of the Zones.

5.3 Proposal of Gravitational force-based Approach

The gravitational force-based approach [10] was designed to con-
sider the topology in the classification error calculation. The main
inspiration of this approach is that the rooms can be considered as
a 3 dimensional shape, and mass values can be assigned to them.
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Then the interaction that exists between the two bodies of mass and
causes acceleration in both directions of the centre of mass can be
used.

Let Z be the finite set of the rooms. The method assumes the
disjunction of the rooms. The approach requires the determination
of capacity and distance functions. The capacity (V : Z → R+)
function maps each room to a positive real value. The distance
(d : Z2 → R) function determines how far a room is from another
or it measures the dissimilarity of the rooms.

The gravitational force (Fg : Z2 → R) [New99] measures the
similarity between two rooms. The gravitational force is propor-
tional to the product of their capacity and inversely proportional
to the square of their distance. Hence, the gravitational force is
non-negative and symmetric derived from the symmetry of dis-
tance function and the formulation as seen in (5.1).

Fg(Zi, Zj) =
V(Zi)V(Zj)

d(Zi, Zj)2 (5.1)

While the gravitational force represents the similarity between
rooms, their difference is required for error calculation. The δ (δ :
Z2 → R+) function is introduced to represent the difference of two
rooms. The δ function is the reciprocal of the Fg function; however,
the denominator is increased by 1 in order to avoid division by
zero. The δ function can be calculated as seen in (5.2) and it ranges
in ]0, 1[.

δ(Zi, Zj) =
1

1 + Fg(Zi, Zj)
(5.2)

The classification error should also be proportional to the sizes
of the rooms and asymmetric due to the size differences. The ε
(ε : Z2 → R) function is introduced to measure the classification
error while fulfils these requirements. The ε function weights the
classification error with the size of the first room and divides by the
joint size of the rooms. The ε is non-symmetric in the [0, 1] range,
as can be seen in (5.3).

ε(Zi, Zj) =
V(Zi) ∗ δ(Zi, Zj)

V(Zi) + V(Zj)
(5.3)

In other words, the greater the distance of the rooms, the higher
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the classification error, because the Fg decreases and the δ is in in-
verse relation to Fg. In addition, the classification error of a big-
ger room misclassified as a smaller room should be higher than in
the opposite case due to the direct proportionality between the er-
ror and the weighting of the δ function with the size of the actual
room. The gravitational force-based approach fulfils the require-
ment to consider the topology in the classification error calculation
[2]. Hence, the gravitational force-based approach can be used to
evaluate the classification methods.

The above detailed topology-based classification error calcula-
tion approach requires the determination of capacity (V) and dis-
tance (d) function. The capacity of a room can be calculated in two
or three dimensions. The distance of two rooms can be calculated
in a coordinate system or a graph model. The capacity and distance
functions are detailed in Section 3.2 and 3.3.

5.4 Experiment in Test Environment

Applicability of the proposed error calculation method is demon-
strated with two experiments in this section. The error calculation
method has three parameters, which are the capacity function, the
reference points and the distance function. Therefore, we set up
two experiment cases with different reference points, and with the
same distance function and capacity function. With the distance
and the area values, the gravitational force, then the δ values can
be calculated. Based on the δ values and the areas of the Zones, the
error matrix can be constructed which was presented in Section 5.3.
The experiment was presented in a two-dimensional space and the
simulation was implemented in Python.

5.4.1 Test Environment

The test environment was given in a two-dimensional space. The
environment consists of 10 Zones, and we assume that they are
rectangular without overlapping, as it can be seen in Figure 5.3.
This layout allows us to simulate three major categories of Zones.
Firstly, there are long narrow Zones, that can be considered as cor-
ridors. Secondly, the huge Zones represent atrium hall, for example
Z8. Finally, the small Zones represents offices and other rooms.

The Zones are defined by their two diagonally opposite points,
which can be seen in Table 5.6 and marked with dots in Figure 5.3.



Chapter 5. Topology-based Evaluation 56

FIGURE 5.3: The Layout of the Test Environment

Each Zone in Figure 5.3 has a corresponding Zi notation. The base
of our coordinate system is selected to be the bottom left corner, the
horizontal axis is the x-axis, the vertical axis is the y. The coordi-
nates of the Zones are measured in units.

In both experiments, the capacity function is selected to be the
area of the Zones. Due to the characteristic of the Zones, the area
can be calculated easily. Table 5.6 also shows the areas of the Zones
in the V column, and their relative size in the V% column.

The distance of the two Zones is calculated based on the Eu-
clidean distance function. The distance of the two Zones is the dis-
tance of their reference points. The selection of the reference points
distinguishes the two experiments, that are the centroid and the
boundary distance cases as detailed in Section 3.3.1.

5.4.2 Centroid Distance Case

In the first case, the centroid of each Zone is selected to be the refer-
ence point for the Euclidean distance function. Because each Zone
is assumed to be rectangular-shaped, the centroid lies where the
two diagonals intersect each other. The centroid of each Zone are
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TABLE 5.6: The Zones of the Test Environment

Zi
p1 p2 V V%

x y x y
Z1 0 0 9 1 9 0.18
Z2 0 2 1 4 2 0.04
Z3 0 5 1 7 2 0.04
Z4 0 8 1 10 2 0.04
Z5 2 2 3 10 8 0.16
Z6 4 9 5 10 1 0.02
Z7 6 9 9 10 3 0.06
Z8 4 2 7 8 18 0.36
Z9 8 7 9 8 1 0.02
Z10 8 2 9 6 4 0.08

marked with a cross in Figure 5.3. Based on these reference points,
the distance can be calculated for each Zone pair.

With the known distance values, the gravitational force matrix
can be determined, which represents the similarity of the Zones.
With the gravitational force values, the δ matrix can be constructed
to express the dissimilarity of the Zones. Based on the δ matrix and
the capacity function, the error matrix is produced, which can be
seen in Table 5.7.

TABLE 5.7: Error Matrix with Euclidean Distance
of Centroids

Z1 Z2 Z3 Z4 Z5 Z6 Z7 Z8 Z9 Z10
Z1 0 0.1699 0.2244 0.2806 0.0398 0.45 0.195 0.0092 0.4253 0.0891
Z2 0.0378 0 0.2143 0.3 0.0368 0.5282 0.2457 0.013 0.5474 0.1673
Z3 0.0499 0.2143 0 0.2143 0.0222 0.4844 0.2264 0.0124 0.5352 0.1692
Z4 0.0624 0.3 0.2143 0 0.0368 0.4456 0.2156 0.0151 0.5352 0.1804
Z5 0.0354 0.1471 0.0889 0.1471 0 0.2978 0.1475 0.0066 0.3876 0.11
Z6 0.05 0.2641 0.2422 0.2228 0.0372 0 0.125 0.0107 0.4086 0.1259
Z7 0.065 0.3685 0.3396 0.3235 0.0553 0.375 0 0.0119 0.3203 0.1362
Z8 0.0184 0.1171 0.1117 0.1359 0.0149 0.1932 0.0716 0 0.1689 0.0344
Z9 0.0473 0.2737 0.2676 0.2676 0.0484 0.4086 0.1068 0.0094 0 0.0933
Z10 0.0396 0.3346 0.3384 0.3608 0.055 0.5037 0.1816 0.0076 0.3733 0

The rows of the matrix contain the actual Zones, while the ele-
ments of the columns are the predicted Zones. As it was presented
in Section 5.3, the elements of the main diagonal are nearly zeros.
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The standard deviation of the error matrix except the main diago-
nal values is 0.1536, and the average of the matrix is 0.1927. The
elements of the error matrix are in the [0.0066, 0.5474] range except
for the main diagonal zeros. The highest error is determined in
the case of actual Z2 is misclassified as Z9. The lowest error value,
except the zeros, occurs when the Z5 is misclassified as Z8.

The Z3 is between Z2 and Z4, and their sizes are the same, thus
the two misclassifications have the same error value. Moreover,
these three Zones are symmetrical to the Z3, hence their error val-
ues are equals with the reversed cases.

Most of the misclassification to Z9 and Z6 results in a relatively
high error value. These two Zones are near Z8, which is the largest
Zone, and the misclassification of Z8 to Z6 is 0.1932 and to Z9 is
0.1689. The average of error values of both Z6 and Z9 is 0.41.

The Z8 is the largest Zone, and it is almost neighbouring with
all the other Zones, as can be seen in Figure 5.3. The maximum
error value of misclassification of any other Zone to Z8 is 0.0151
from Z4, while the maximum of the neighbouring Zones is 0.0119
from Z7. It has the lowest error values in the case of some Zone
misclassified as Z8.

The Z5 is in the middle of the other Zones representing a corri-
dor, and it has relatively low error values if it is wrongly predicted.
The worst error value of Z5 column is 0.0553 in the case of Z7 actual
Zone. The lowest error is the misclassification from Z8 with 0.0149.
The Z1 is also representing a corridor, in contrast with Z5, the Z1 is
placed on the edge of the test environment. The maximum of the
error values is 0.065 in the case of actual Zone Z7, and the lowest
error is 0.0184 in the case of Z8. Although the relative area of Z5 is
0.16%, which is smaller than Z1 with 0.18%, Z1 has slightly worse
error values than Z5. These Zones are long and narrow, hence the
centroid of Z5 is almost in the middle of the y-axis, while the cen-
troid of Z1 is at the half of the x-axis.

5.4.3 Boundary Distance Case

In the second case, the nearest boundary points are chosen to be the
reference points for the distance function. Due to the disjunction
of the Zones and the presence of wall thickness, the distance of
the Zones must be greater, than zero. In Figure 5.3, the nearest
boundary points of Z6 and Z10 pair are marked with squares, and
for the Z8,Z1 Zone pair, they are denoted with stars.
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Based on the distance of these pairs of reference points and the
capacities of the Zones, the elements of the gravitational force ma-
trix can be calculated. While the gravitational force matrix repre-
sents the similarity of the Zones, the δ matrix is constructed to be
inversely proportional to the gravitational force values. Using the
δ matrix and the capacities of the Zones, the ε matrix is created to
represent the error values for each misclassification cases. The error
matrix can be seen in Table 5.8.

TABLE 5.8: Error Matrix with Euclidean Distance
of Nearest Boundary

Z1 Z2 Z3 Z4 Z5 Z6 Z7 Z8 Z9 Z10
Z1 0 0.0431 0.1488 0.2291 0.0073 0.4235 0.1714 0.002 0.36 0.0187
Z2 0.0096 0 0.1 0.25 0.0118 0.4964 0.2164 0.0077 0.528 0.1556
Z3 0.0331 0.1 0 0.1 0.0118 0.4288 0.1892 0.0077 0.5185 0.1556
Z4 0.0509 0.25 0.1 0 0.0118 0.4 0.1818 0.0077 0.5185 0.1588
Z5 0.0064 0.0471 0.0471 0.0471 0 0.0988 0.0808 0.0021 0.3419 0.0901
Z6 0.0471 0.2482 0.2144 0.2 0.0123 0 0.0625 0.0028 0.3799 0.1029
Z7 0.0571 0.3246 0.2838 0.2727 0.0303 0.1875 0 0.0026 0.1875 0.0857
Z8 0.0041 0.0692 0.0692 0.0692 0.0048 0.0499 0.0156 0 0.0499 0.0112
Z9 0.04 0.264 0.2593 0.2593 0.0427 0.3799 0.0625 0.0028 0 0.04
Z10 0.0083 0.3111 0.3111 0.3176 0.045 0.4118 0.1143 0.0025 0.16 0

The rows of the matrix contain the actual Zones, while the columns
represent the predicted Zones. The standard deviation of the error
matrix is 0.1466 without the zero elements of the main diagonal,
and the average error is 0.1471. The elements of the error matrix
are in the [0.002, 0.528] range besides the 0. The highest error is de-
termined in the case of actual Z2 is misclassified as Z9. The lowest
error value, except the diagonal zero values, is 0.002 when Z1 is
wrongly predicted as Z8.

The Z3 is equally near Z2 and Z4, and their sizes are the same,
thus the two misclassifications have the same error value. More-
over, these three Zones are symmetrical to the Z3, hence their error
values are equals in both directions.

Most of the misclassification to Z9 and Z6 results in a relatively
high error value. These two Zones are near Z8, which is the largest
Zone, and the misclassification of Z8 to Z6 and to Z9 is 0.0499. The
average error value of Z6 is 0.3196 and 0.3382 for Z9.

The Z8 is the largest Zone with 0.36% relative area, and it is
almost neighbouring with all the other Zones, as can be seen in
Figure 5.3. The maximum error value of misclassification of any
other Zone to Z8 is 0.0077 from Z2, Z3 and Z4, while the maximum
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of the neighbouring Zones is 0.0028 from Z6 and Z9. It has the
lowest error values in the case of other Zones misclassified as Z8.

Both Z5 and Z1 are long and narrow Zones, representing corri-
dors in the test environment. The Z5 is in the middle of the other
Zones, conversely the Z1 is placed on the edge of the test environ-
ment, as seen in Figure 5.3. The worst error value of Z5 column is
0.045 in the case of Z10 actual Zone, and the highest error of Z1 is
0.0571 in the case of actual Z7. The lowest error is the misclassi-
fication from Z8 to Z5 with 0.0048, and to Z1 this value is 0.0041.
Although the relative area of Z5 is 0.16%, which is smaller than Z1
with 0.18%, Z1 has a slightly higher maximum error value than Z5,
however, the minimal error is lower.

5.4.4 Conclusion

Based on the experiment results, the presented method fulfills the
requirements. The classification error should be proportional to the
sizes of the Zones, take into count the layout of the Zones, and it
should be asymmetric.

In the test environment, the Z2, Z3 and Z4 are a relatively dense
area of the environment, and their size is the same. The Z3 is be-
tween the two other Zones, and their distance is equal. In the error
matrix of both experiments, the same values are assigned to these
cases, and they are symmetric. In a real life scenario, the misclassi-
fication from Z3 to either Z2 and Z4 is the same amount of error. In
both experiments, the highest error value has occurred in the case
of Z2 misclassified to Z9. The Z2 and Z9 Zones are relatively small
with 0.04% and 0.02%. The two Zones are on the opposite edge
of the layout, thus they considered very far from each other in the
experiments. In real life, this misclassification would be also con-
sidered as the worst case. Hence, the proposed method fulfills the
requirement to consider the layout of the Zones when calculating
the error values.

The largest Zone in the environment is Z8, which is in a central
position of the layout. The error values are relatively low for the
neighbouring Zones misclassified as Z8, which coincides with the
expectation. The errors of misclassification Z8 to other Zones are
not significantly higher due to its placement. The Z1 and Z5 are rel-
atively large narrow Zones, and they are placed close to each other.
The misclassification to neighbouring, Z8 Zone should result in low
error values. In both experiments, the lowest error value occurs
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when one of the corridor-like Zones are misclassified to Z8. Thus,
the presented method is proportional to the sizes of the Zones, and
it is asymmetric.

Based on our experimental results, the presented method re-
sults proportional error values to the Zone sizes, takes the layout
of the Zones into the count and the error values of two Zones are
asymmetric. Therefore the presented classification error calculation
method considers the topology.

5.5 Experiment in a Real-life Environment

To further test the applicability of the proposed gravitational force-
based method, the experiment in a real-life environment is per-
formed. The topology of the building defines the rooms, their ar-
rangements and their connections in the buildings. Building topol-
ogy can be modeled with a wide range of tools. Computer-aided
Design (CAD) tools and Building Information Model (BIM) are used
by architects, construction workers and interior designers. The
CAD model is primarily two-dimensional, which contains lines,
arcs and circles. However, BIM is in two to six-dimensional space,
and it consists of walls, windows, floors and roofs. IndoorGML
(Indoor Geographic Markup Language) [Lee+14; Ogc] is a stan-
dard defined by the Open Geospatial Consortium (OGC), which
is an open format to describe the topology. It represents a model of
the building by the shapes defined in the XML (Extensible Markup
Language) format.

5.5.1 IndoorGML

IndoorGML represents a model of the building by the shapes de-
fined in the XML Schemas, which provides data in XML. Indoor
spaces are non-overlapping closed objects, and they are bounded
by physical or fictional boundaries. OGC also provides Java classes
for converting the XML files into objects for further, higher-level
processing.

The topology of the environment is stored in a constructed In-
doorGML document. The id property of cellSpace tag the unique
identifier of the cellSpace. The name of the room is added to the
metaDataProperty tag. This document describes the rooms by two
forms in three-dimensional space, one is with vertices and the other
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is with a bounding box for speed-up purposes. Hence, the In-
doorGML provides the possibility of the usage of coordinate-based
distance calculation. In addition, the document contains transitions
between rooms, which can be mapped to a graph.

The Institute of Information Science (IIS) Building was modeled
with IndoorGML [1] standard. The id property of cellSpace tag is
chosen to be the same as in the Miskolc IIS data set with an uuid
prefix. The XML files can be created in both automatic and manual
ways. The model could be generated from the construction plan,
but this plan is not available in the case of this particular building.

The manual creation requires a grid on the building, whose base
point is in the bottom left corner of Figure 4.2(d). The horizontal
axis is the y, and the vertical axis is the x. Currently, the building
has a 1 m× 1 m measured grid in the accessed areas. The coordi-
nates are determined based on the available grid. Thus, the data
set and the IndoorGML use the same coordinate system.

5.5.2 Results

For the implementation of the topology-based classification error
calculation a Java application had been developed. It converts the
data from the IndoorGML XML document to Java classes, both pro-
vided by IndoorGML. A zone is represented as CellSpace object,
which means that each zone contains the name and the ID of the
zone, the bounding and two diagonal cornerstone coordinates.

In this paper, the three-dimensional lower- and upper corner
coordinates are used in distance and capacity calculation. For dis-
tance calculation, the Euclidean distance had been chosen, and the
distance is specified by the length of the straight line between the
middle points of the two zones. To calculate the capacity of a zone,
the benefit of cuboid property had been applied to calculate the
volume. Based on the distance and the capacity function, the clas-
sification error can be calculated for each zone pair. Table 5.9 shows
some examples of the classification error.

The overall average classification error is 0.0088 with 0.0271
standard deviation. The highest error calculated is 0.3641 in the
case of Ground Floor Elevator actual zone is misclassified as Over-
head of Office 206 and 207. The volume of Ground Floor Elevator is
17.5 m3, while the Overhead of Office 206 and 207 is 2.8 m3.

The two farthest zones are Lab15 on the front of the ground floor
and Lecture Hall 205 on the back of the second floor. The volumes
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TABLE 5.9: Examples of the Topology-Based Clas-
sification Error

Actual Predicted
Error

Name
Capacity

(m3) Centroid Name
Capacity

(m3) Centroid

Ground
Floor

Elevator
17.5

(40.8,
8.3,
4.5)

Overhead
of

Office 206
and 207

2.8
(5.5,
6.5,
4.5)

0.3641

Lab15 169.4
(45.5,
2.8,
1.4)

Lecture
Hall 205 156.8

(3.5,
14,
7.6)

0.0009

Lab100 241.5
(44.8,
24.8,
4.5)

Lab101 172.9
(33.8,
25.3,
4.5)

0.0002

2nd
Floor
West

Corridor

231
(16.5,
19.8,
7.6)

1st Floor
West

Corridor
231

(16.5,
19.8,
4.5)

0.0001

of these zones are 169.4 and 156.8 m3. The classification error cal-
culated in this case is 0.0009.

The Lab100 and Lab101 are neighbouring zones with 241.5 and
172.9 m3 volume. The classification error in this case is 0.0002. The
2nd Floor West Corridor and the 1st Floor West Corridor zones are con-
gruent, they only differ in the z coordinate. The misclassification in
both directions results the 0.0001 value.

5.5.3 Conclusion

As it can be seen in Figure 5.1, the Ground Floor Elevator and the
Overhead of Office 206 and 207 both relatively small zones, and they
are very far from each other. Hence, the classification error in this
case is high. Otherwise, the Lab15 and the Lecture Hall 205 are also
very far from each other, but they are both relatively large, thus it
has significantly lower error value than in the case of Ground Floor
Elevator and Overhead of Office 206 and 207. Therefore the method
considers the size and the layout of the zones, thus the misclassifi-
cation of smallest, farthest zones results in the highest error values.

The misclassification of Lab100 to Lab101 zones has a relatively
small error value. Lab100 is larger than Lab101, but both are consid-
ered as relatively large zones and they are neighbouring.
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The 2nd Floor West Corridor and 1st Floor West Corridor zones
are congruent in size and location beside the z coordinate. As it
would be expected, the classification errors of these two zones are
symmetric, and small.

The results of the classification error calculation show that the
gravitational force-based approach considers the topology in clas-
sification error calculation. However, the calculated error values
have a very low average, and the standard deviation should be
higher, and the highest error value is lower than the half of the
possible range. Therefore, the gravitational force-based approach
can be an alternative to the CRISP approach in the evaluation of
symbolic indoor positioning methods.

5.6 Comparison of the gravitational force-based
and the CRISP approach

Experiments were performed in order to compare the CRISP and
the proposed topology-based classification evaluation method. Com-
parison was performed over a dataset and map. More than 20 well-
known classifiers were evaluated for location estimation. The clas-
sifiers were ranked based on CRISP and three variants of the pro-
posed topology-based method.

5.6.1 Test Environment

The CRISP and the topology-based classification evaluation meth-
ods were performed over the Miskolc IIS Hybrid IPS data set, de-
tailed in Section 4.1.3. The data set was recorded in the Institute of
Information Science Building at the University of Miskolc, whose
topology is given in IndoorGML format as stated in Section 5.5.1.

5.6.2 Comparison Process

The comparison process has seven major steps.

1. The data set and the topology are loaded.

2. The data set is split into training and validation sets using a
stratified sampling method [Gro+11].

3. For each classifier and evaluation method
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(a) the training set is used to train the current classifier.

(b) the validation set is used to measure the accuracy of the
classifier.

4. The classifier variants are ranked based on the sum of the er-
ror values for each evaluation method.

5. The error values are divided by the best value to represent the
distribution and the relative performance of the evaluation
method.

In previous works [9; 8], Decision Tree, k–NN, Rule Induction,
Naive Bayes, and Artificial Neural Network (ANN) classifiers were
analysed and evaluated with CRISP approach. The selection crite-
rion of the tested classifiers was the representation of both model-
based and instance-based classifiers, including the most popular
methods. The training of these classifiers was executed in Rapid-
Miner [HK13] and the evaluation of the classification results was
implemented in Java.

5.6.3 Evaluation methods

In this study, the CRISP approach and the proposed gravitational
force-based approach are compared in order to determine the use-
fulness of topology-based evaluation.

CRISP approach

Traditionally, the accuracy of the classifier is determined by using
the CRISP approach. The CRISP approach can be applied to any
classification task. Because CRISP is a general and widely accepted
evaluation method, it was selected for comparison.

Gravitational force-based approach

Gravitational force-based approach has two parameters, which are
the capacity and distance functions. The capacity function calcu-
lates the area of the room in the floor plan. Based on the mentioned
capabilities of the IndoorGML in Section 5.5.1, three different dis-
tance functions were used during the experiments.
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Euclidean Distance of Centroids This method projects the ver-
tices to two dimensions, assuming the third dimension to be the
same in each vertex. This mechanism can simplify the calculation
of the centroid of the room as seen in Figure 5.4(a). Then the dis-
tance between the centroids is calculated with the Euclidean dis-
tance function. Therefore, the centroid point can be considered a
global feature of the room.

Euclidean Distance of Nearest Points This method uses the near-
est points of two selected rooms, which is not limited to the closest
vertices. The nearest point of a room depends on the other room;
thus, this cannot be treated as a room feature, as can be seen in Fig-
ure 5.4(b). The advantage of this method is that the distance of two
neighbouring rooms is the thickness of the wall and it reduces their
classification error.

(a) Centroids (b) Nearest Points

FIGURE 5.4: Examples of the two types of refer-
ence points

Length of Shortest Path in Graph This method uses the transi-
tions of the IndoorGML document to generate a graph where the
transitions are the edges and their connected states are the rooms.
In this method, the weight for each edge is assumed to be equal and
the type of the edge can be both directed and undirected, hence the
Dijkstra’s shortest path algorithm is selected among the algorithms
presented in Table 3.2. The algorithm calculates the route of the
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actual room to the predicted room as the lowest number of passed
rooms. Hence, the shortest path would approximate the walking
distance between the rooms.

5.6.4 Experimental Results

The result of the CRISP and topology-based classification error eval-
uation methods are investigated by two viewpoints. The first is the
ranking of the classifiers and the second is the relative performance
of the evaluation method.

Ranking

The tested classifiers were ranked based on the calculated classi-
fication error. The most accurate classifier is the first, while the
least accurate is the last. In the case of exact classification error
values, the classifiers are grouped. ANN 1 and ANN 2 are two
settings of the Artificial Neural Network as presented in Table 5.10.
The k Nearest Neighbour classifier and its weighted version are de-
noted by kNN and kNNW. The Naive Bayes 3 Kernel denotes the
extended Naive Bayes classifier with 3 kernel functions. Table 5.11
shows the ranks of each tested classifier in the different evaluations.

TABLE 5.10: Settings of Artificial Neural Network

Notation
Learning

rate
Momentum

Number of
training cycles

Number of
nodes in the
hidden layer

ANN 1 0.9 0.5 380 24
ANN 2 0.464 0.454 210 22

The experimental results show that some classifiers resulted in
the same classification error value. The classifiers were grouped
based on their performance. The evaluation method could not dis-
tinguish the elements of the groups. The highest number of groups
is in the case of nearest point distance, with 20 groups, after the
centroid distance stands with 18 groups, then the CRISP approach
with 13 groups, and the lowest number of groups is 12 in the graph
distance. The average group size is 1.77 in the case of CRISP, while
the graph distance case could exceed the average group size to 1.9.
However, the centroid distance and the nearest point distance re-
sulted in an average group size of 1.277 and 1.15, respectively. The
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TABLE 5.11: Rankings of the Tested Classifiers

# CRISP Gravitational
Centroid

Gravitational
Graph

Gravitational
Nearest

1 ANN 1 ANN 1 ANN 1 ANN 1
2

ANN 2
9NNW
3NN
3NNW

9NNW
Naive Bayes
1 Kernel

ANN 2
Naive Bayes
1 Kernel

ANN 2
3 Naive Bayes

1 Kernel
4

3NN
3NNW

Naive Bayes
2 Kernel

Naive Bayes
2 Kernel

5 9NNW
13NN
Naive Bayes
3 Kernel
Naive Bayes

9NNW
6 Naive Bayes

1 Kernel
ANN 2
Naive Bayes
2 Kernel

Naive Bayes
3 Kernel

7 9NN 11NNW
11NN8 13NN

11NN
11NNW
13NNW
5NNW

13NN
9 11NN

11NNW ID3 Tree
11NNW
11NN

13NNW
10

3NNW
3NN

11 Naive Bayes
3 Kernel

12 13NNW 13NNW Naive Bayes
13 Naive Bayes

2 Kernel
1NNW
1NN
Naive Bayes
3 Kernel

5NNW 7NNW
3NNW
3NN

13NN
14 Naive Bayes 1NNW

1NN15
1NNW
1NN

16
5NNW
7NN

5NNW

17 5NN 9NN 7NNW
18 7NNW 7NNW 5NN

9NN
7NN

19 7NN 7NN Decision
Tree

20 Naive Bayes 5NN Decision
Tree

5NN

21 Decision
Tree

ID3 Tree 1NNW
1NN

ID3 Tree

22 ID3 Tree Decision
Tree

9NN

23 Rule Induc-
tion

Rule Induc-
tion

Rule Induc-
tion

Rule Induc-
tion

largest group in the CRISP evaluation consists of 5 classifiers, with
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4 classifiers in the case of graph distance, while both centroid dis-
tance and nearest point distance produced the largest group with
only 2 classifiers.

Rank-based ordering of the classifiers was also analysed. Two
kinds of classifiers can be distinguished. The classifiers with fixed
positions form the first type, the second group consists of classifiers
with diverse positions.

In every evaluation method, two classifiers are in fixed places
in the order. The Artificial Neural Network with setting 1 is in the
first place in every tested case. However, the last place is always
obtained by the Rule Induction in the experiments. In addition, the
places of two other classifiers can be narrowed to five positions.
The 9–NN classifier with weighted votes is in the top 5, while the
Decision Tree classifier is in the bottom 5 in every evaluation case.

Among the classifiers in the highly diverse group, there are
ones with significant diversity. For example, the ID3 Tree classi-
fier is in the bottom 3 in the CRISP, the centroid and the nearest
point distance, while the graph distance ranks the ID3 Tree in the
9th place. Another example is the 9–NN classifier, which is the 7th
in the CRISP evaluation. However, when the topology is consid-
ered in the classification error calculation, it falls to the last third of
the ranking.

In the comparison, classifiers with slightly diverse positions are
the most frequent. As an illustration, the ANN with setting 2 is
in the second place in most of the evaluation methods except for
one evaluation. In the centroid distance evaluation, the ANN 2 is
ranked as the 6th. To give another example, the Naive Bayes with 1
kernel function classifier is among the top 3 classifiers in the three
new evaluation methods. However, in the CRISP approach, it takes
the 6th place. As a last instance, the 1–NN and the weighted ver-
sion are in the middle section of the rankings except for the graph
distance evaluation. In that evaluation, among the Rule Induction,
the nearest neighbour method is at the bottom of the list.

Sensitivity

Besides the ranking of the classifiers, their relative performance
to the most accurate one also can be analysed. For each evalua-
tion method, the classification error values are divided by the best
value, which is the lowest error value of the given evaluation. Hence,
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FIGURE 5.5: Relative performance of tested classi-
fiers in evaluation cases

the minimum of the relative performance values is 1 for each eval-
uation method. Therefore the relative performance of the classi-
fiers can be considered as the sensitivity of the evaluation method.
This relative performance of the classifiers can be seen in Figure 5.5,
where the x-axis shows the multiplier, the number of times the
classifier has more error, than the best classifier in the evaluation
method.

The proportions of the CRISP approach range from 1 to 6 with
a 1.03 standard deviation and the average proportion is 3.23. In the
case of the Euclidean distance of the centroids, the upper bound of
the range is 7.57, while the standard deviation is 1.22 and the aver-
age is 3.5. The method with Euclidean distance of the nearest point
resulted in the upper bound being 14.05, the standard deviation
2.87 and the average 4.49. The upper bound of the graph distance
method is 13.59 with 2.41 standard deviation and 5.71 as an aver-
age value. Grouping of classifiers based on their performance also
shows the sensitivity of the evaluation method.

5.6.5 Discussion

Two general observations can be drawn. The first observation can
be derived from the detailed examination of the proposed four eval-
uation methods. The second observation is related to the selection
of classifiers for symbolic indoor positioning purposes.
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Firstly, the sensitivity analysis of the evaluation methods shows
that the presented approach gives a better, more detailed compari-
son than CRISP. However, the distance function has a high impact
of sensitivity. As can be seen in Figure 5.5, the two methods that
is calculating in the coordinate system have a remarkable sensitiv-
ity difference. However, the nearest point distance and the graph
distance methods are more alike, while the CRISP and the centroid
distance methods also show more similarity.

The centroid distance function variant achieved the lowest pro-
portion range among the methods that consider the topology. Al-
though it results in more groups of classifiers than CRISP, the stan-
dard deviation and the range show minor improvements. Thus,
the usage of the centroid distance could not give additional infor-
mation about the tested classifiers. As a consequence, the centroid
of a room seems to be an unworthy choice of reference point in
topology-based evaluation.

Nearest point distance function method developed the largest
range between the best and the worst method. The highest stan-
dard deviation value also occurs in the nearest point distance case.
In addition, the number of created groups is significantly higher
than with the other methods and the average group size is the
closest to 1. It follows that the gravitational force-based approach
with nearest point distance seems to be a good option for topology-
based evaluation.

The graph distance function method also resulted in a similar
range as the nearest point distance method. Besides, the standard
deviation of the graph distance method slightly below the highest
deviation. However, the number of groups does not exceed the
same feature of CRISP. Despite this, the gravitational force-based
approach with graph distance can be considered as a solution for
topology-based evaluation.

As a general result, even the poorly performing variant of grav-
itational force-based approach was able to slightly outperform the
results of the CRISP approach.

Secondly, the presented experimental results indicate whether
Artificial Neural Network and Rule Induction are suitable or in-
sufficient for symbolic indoor positioning problems. The Artificial
Neural Network with setting 1 is in the first place of rankings of
each evaluation method. The Rule Induction classifier causes the
highest error values in the experiment. Moreover, the proportion
of the Rule Induction to the ANN1 is significantly larger in the
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methods with nearest point or graph distance. The findings of this
study suggest that the Artificial Neural Network classifier is the
best choice for symbolic indoor positioning purposes. In addition,
our findings suggest that Rule Induction is not very suitable for
indoor positioning purposes.

5.7 Conclusion

The proposed gravitational force-based approach fulfills the require-
ments to consider the topology in classification error calculation.
The usage of the proposed method had benefits over the classic
CRISP approach. As an overall conclusion, the proposed gravi-
tational force-based approach seems to be a good candidate to be
used in topology-based evaluation calculation for symbolic indoor
positioning purposes.

Thesis 2.

I proposed a topology-based evaluation method for classification-
based indoor positioning algorithms which allows a more detailed
evaluation.
Related Publications:[9], [11], [8], [10] ,[1], [2].
Citations: [HHAR19],[Wan+20],[YZZ20],[Fen+20],[Yan+21]



73

Chapter 6

Hierarchical Grouping
enhanced Classification

Thesis 3. I designed a classification-based symbolic in-
door positioning method enhanced by hierarchical clus-
tering, which considers the topology of the building
based on the confidence of the classification.

Indoor positioning is challenging due to the unique properties
of the indoor environment. Developers have to make trade-offs
between accuracy and cost when they choose a technology. A suf-
ficiently precise, easily accessible and sustainable industrial stan-
dard has not been created yet. Symbolic positions can be consid-
ered as categories, thus symbolic positioning can be converted into
a classification problem. Well-known classifiers accept classes as a
prediction based on the confidence values. There are some cases
when the confidence for each class is relatively small. Hence, the
accuracy of these classifiers can vary in a moderate range. To boost
the performance of these classifiers for symbolic indoor positioning
purposes, a hierarchical grouping of class categories can be intro-
duced.

6.1 Hierarchical Clustering of rooms

The creation of the tree structure of the hierarchical grouping can be
manual or automatic. The manual creation requires firsthand do-
main knowledge of the given environment. However, hierarchical
clustering algorithms can be applied using topological description
to generate the tree.
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6.1.1 Clustering

In the experiment, different hierarchical clustering methods with
different distance functions are examined. The clustering process is
implemented in Python. The IndoorGML document is loaded, and
converted into a DataFrame using pandas package. The grouping of
the objects is performed using SciPy package, while the tree model
is presented using the tanglegram package [Tan].

Room representation

The room representation is performed using IndoorGML standard.
The IndoorGML document is transformed to be used for clustering
purposes.

Feature Selection The features are examined based on the practi-
cability for clustering purposes.

Some metadata of the rooms is retained in this step for the eval-
uation of constructed hierarchies. The physical and virtual bound-
aries defined using coordinates are selected for presentation. Hence,
the lower and upper corners of the bounding box and all the ver-
tices of the rooms are preserved. Contrary to the layout of the
rooms, their transitions are not convenient to create a hierarchy
among rooms. However, they can be appropriate for way-finding
purposes. In this study, the permeability of the room borders is not
incorporated.

Feature Extraction After the elimination of unnecessary features,
a new feature is introduced. The new feature is the capacity of each
room. In this experiment, the volumes of each room are added.
The volume is calculated from the lower and upper corners of the
bounding box.

Furthermore, the identifier and the name are merged for index-
ing purposes. It is required to eliminate these features from the
actual grouping process.

Similarity

Various distance functions can be defined in a coordinate system.
In this study, two distance functions are applied, euclidean and
gravitational distance. Euclidean distance is detailed in Section 3.3,
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in addition, some linkage methods only accept this distance func-
tion as its metric. The δ can be considered as a virtual distance
among the rooms presented in Section 5.3. Euclidean distance is
used as a distance metric and volume is used as capacity function
for the gravitational force-based approach.

Grouping

The grouping is performed in the bottom-up or agglomerative way.
The linkage method and the distance metric is the parameter of
the grouping. The result of the grouping is the (n − 1) × 4 link-
age matrix. The n is the number of original objects. The first and
second columns of the linkage matrix are the ids of the clusters,
which will be merged to create a new cluster with an incremented
id. The third column is the distance between the two merged clus-
ters. The fourth column is the number of original objects assigned
to the newly formed cluster. The linkage matrix is visualised using
a dendrogram.

Comparison of dendrograms

The created cluster models are compared based on the generated
dendrograms. A pair of cluster models are represented in a tangle-
gram. Tanglegram is used to compare tree diagrams. It measures
the quality of the two dendrogram alignment as entanglement. For
each object, a vector can be established between the two dendro-
grams. The entanglement is the L norm distance between these
vectors. The number of optimization iterations can be specified in
order to minimize the entanglement. The entanglement value is the
base of the evaluation.

6.1.2 Evaluation of cluster hierarchies

During the experiments, the euclidean distance function and the
gravitational force-based distance is examined. The average, cen-
troid, complete, median, single, ward and weighted linkage meth-
ods had been tested. In the case of Euclidean distance function,
all the linkage methods could operate. However, centroid, median
and ward linkage methods can not be applied with gravitational
force-based distance or any distance function other than the Eu-
clidean distance.



Chapter 6. Hierarchical Grouping enhanced Classification 76

The dendrogram of the generated tree using complete linkage
method with Euclidean distance can be seen in Figure 6.1. The leaf
nodes of the tree are the room identifiers, namely the id and the
name. Two main groups of rooms can be distinguished. The height
of the dendrogram represents the distance between the clusters.

FIGURE 6.1: Dendrogram of Hierarchical Cluster-
ing using Complete Linkage Method

The dendrogram shown in Figure 6.1 is an example in the pa-
per. The trees generated by the same distance function are com-
pared to each other, and then optimized to minimize the entangle-
ment value. These entanglement values are not necessary symmet-
ric due to the implemented brute force approach.

The entanglement values of the generated tree with Euclidean
distance function can be seen in Table 6.1. The values are optimized
in 10000 iterations. The lowest, 1.0704 entanglement value occurs
in the case of centroid and weighted linkage methods. The highest
entanglement value in this scenario is single and complete linkage
method with value 7.2676. Most of the linkage methods resulted
in entanglement value between 3 and 4. However, single linkage
has almost two times higher average entanglement value than the
other methods.

Table 6.2 shows the entanglement values using Gravitational
force-based distance. The iteration number is 10000 in this case.
The centroid, median and ward linkage methods are not shown in
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TABLE 6.1: Entanglement of Methods using Eu-
clidean Distance Optimized with 10000 Iterations

linkage
methods average centroid complete median single ward weighted

average 2.507 2.7606 1.9155 7.493 3.0704 2.1127
centroid 1.831 3.9437 2.2817 5.662 3.4085 2.0282
complete 3.3803 4.4507 4.0282 7.2676 3.2958 3.7746
median 2.8732 1.8592 3.8873 6.9014 3.3803 2.3099
single 6.1127 6.7887 6.6761 5.2958 5.7183 4.5352
ward 2.5915 3.493 2.3944 2.9859 6.4225 3.2676
weighted 2.338 1.0704 3.2676 2.4225 6.9014 4.1408

average
value 3.1878 3.3615 3.8216 3.1549 6.7747 3.8357 3.0047

TABLE 6.2: Entanglement of Methods using Grav-
itational force-based Distance Optimized with

10000 Iterations

linkage
methods

average complete single weighted

average 5.4366 8.9296 4.5634
complete 5.7183 11.9155 5.1549
single 8.1127 12.2254 12.7324
weighted 5.4366 5.2676 11.0704
average
value

6.4225 7.6432 10.6385 7.4836

the Table due to the incompatibility of the distance function. The
lowest entanglement value is 4.5634 in the case of weighted and
average linkage methods. The highest entanglement occurs in the
case of weighted and single linkage methods with value 12.7324.
The difference between the average entanglement values of single
linkage method to other methods is significant.

Table 6.3 shows the entanglement values using Gravitational
force-based distance. The iteration number is 100000 in this case.
The centroid, median and ward linkage methods are not shown in
the Table due to the incompatibility of the distance function. The
lowest entanglement value is 2.9577 in the case of weighted and
average linkage methods. The highest entanglement occurs in the
case of single and complete linkage methods with value 11.7183.
The difference between the average entanglement values of single
linkage method to other methods is significant.
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TABLE 6.3: Entanglement of Methods using Grav-
itational force-based Distance Optimized with

100000 Iterations

linkage
methods

average complete single weighted

average 4.3099 9.1268 2.9577
complete 4.5915 11.7183 4.5915
single 8.6197 11.5775 10.1127
weighted 3.2676 4.3099 10.3944
average
value

5.4929 6.7324 10.4132 5.8873

In Table 6.2 and Table 6.3, the increment of the iteration num-
ber could decrease the average entanglement value. While in the
case of average, complete and weighted methods the average val-
ues lessen by at least 0.91, the single method could decrease its av-
erages by 0.22.

The lowest entanglement value in the experiment resulted by
centroid and weighted linkage methods using Euclidean distance,
and its tanglegram can be seen in Figure 6.2(a). The highest entan-
glement value in the experiment was achieved by the weighted and
single linkage methods with gravitational force-based distance. The
tanglegram of the two dendrograms can be seen in Figure 6.2(b).

(a) Centroid and Weighted linkage
methods using Euclidean distance with
10000 iterations

(b) Weighted and Single linkage meth-
ods using Gravitational force-based dis-
tance with 10000 iterations

FIGURE 6.2: Tanglegram of dendrograms: best
and worst cases
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The two distance functions can be examined by using the same
linkage method. The weighted linkage had been selected for the
comparison due to the compatibility and lower entanglement val-
ues. The tanglegram of the distance functions can be seen in Figure
6.3 with 9.3803 entanglement value.

FIGURE 6.3: Euclidean and Gravitational force-
based distance using weighted linkage method

with 10000 iterations

Discussion

Based on the experimental results, two observations can be drawn,
one about the linkage methods and one about the distance func-
tions.

The first observation is about the sameness of the linkage meth-
ods. Experimental results show, that most of the linkage methods
achieved similar average entanglement values. However, the sin-
gle linkage method shows a significant difference in both distance
functions. Hence, the single linkage is an outlier method. In Fig-
ure 6.2(b), the single linkage method does not create an explicable
hierarchical grouping among the rooms of a building.

The other one is about the usability of the distance functions.
Figure 6.3 shows that the two dendrograms are highly diverse. Eu-
clidean distance can result in similar hierarchical clustering using
most of the linkage methods. However, these linkage methods
seem understandable to the given purpose, the gravitational force-
based distance could reflect the topology, the arrangement of the
rooms by the distances in the dendrogram.
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6.1.3 Conclusion

The possibilities of hierarchical clustering for symbolic indoor po-
sitioning enhancement purposes are examined. The physical space
is described using IndoorGML. Euclidean distance function and
gravitational force-based distance were used as distance function
for the clustering. Average, centroid, complete, median, single,
ward and weighted linkage methods had been tested in this exper-
iment. Experimental results show that the single linkage method
does not behave like other linkage methods tested. The gravita-
tional force-based distance could reflect the topology more detailed
in the dendrogram.

6.2 Enhanced classification

Using hierarchical clustering information of symbolic positions, the
accuracy of symbolic indoor positioning algorithms can be improved
in case of a low confidence level.

The concept of enhanced classification requires the following
parameters:

• Classifier

• Threshold

• Dendrogram

The classifier is the method for supervised learning based on
the training set and dataset detailed in Section 4.2.2. The thresh-
old is a real value between 0 and 1, which determines whether the
prediction is accepted or the proposed concept is used. If the con-
fidence value of the predicted class is equal to or higher than the
threshold, the classifier method return with the class. The dendro-
gram can be predefined by a linkage matrix or it is produced by
linkage and distance methods parameters from the topology infor-
mation. The linkage parameter is detailed in Section 3.4.1 and the
distance function is detailed in Section 3.3.

The tree structure generated by the hierarchical clustering can
be seen in Figure 6.4. The leaf nodes are the rooms, while the root
node is the whole described environment.
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FIGURE 6.4: Concept base structure

The tree structure had been modified to include additional in-
formation using Python language. The representation of the den-
drogram is created with treelib. The identifier of each node is de-
rived from the dendrogram. Each node contains pointers for its
parent and its child nodes. The nodes contain data object, which
contains three information. It contains the uuid for searching pur-
poses, the set of the contained zones, and the size of this set.

Based on the improved tree structure, the following process of
the enhancement concept is performed.

1. The prediction is performed with the classifier.

2. If the confidence of the predicted class is equal to or higher
than the threshold, the process terminates by returning the
class as the result.

3. The leaf node in the tree is located by the uuid.

4. Until the confidence of the current node is not reaching the
threshold or the root node is reached.

(a) The parent of this node is selected for examination.

(b) Its confidence is calculated as the sum of the confidence
values of its descendant leaf nodes.

5. The process terminating by returning the contained zones of
the lastly examined node.

The predicted room of the classification can be identified as a
node in the tree.
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FIGURE 6.5: Flowchart of the process

6.2.1 Experiment

In the experiment, the k–NN and the Naive Bayes classifiers are
used to the available functionality to return the class probabilities.
These classifiers are selected, because they are easy to parametrize.
The threshold is noted as TH, and TH ∈ {0.6, 0.7, 0.8, 0.9, 1}. In this
experiment, each linkage method is performed for each classifier
and threshold. The linkage methods in the experiment are average,
complete, single and weighted. The distance function is selected to
be the dissimilarity value of the gravitational force-based approach
detailed in Section 5.3. The environment is narrowed to rooms on
the same level for understandable examination. Different cases can
be found in the test, which can present the benefit of the presented
concept.
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Environment

The narrow the scope of the experiment, the environment is cho-
sen to be the second floor of Miskolc IIS Building defined in In-
doorGML. The environment contains 20 zones. The environment
can be seen in Figure 6.6.

FIGURE 6.6: Second floor of the Miskolc IIS Build-
ing

However, the Miskolc IIS Hybrid Dataset contains measure-
ments taken in only 5 of these rooms, namely the East Corridor, West
Corridor and North Corridor, the Lobby and the Lecture Hall 205.

Case

To verify the usability of the presented concept, a beneficial case
scenario is presented. Although there are cases, where the enhanc-
ing concept is not required or applied. For example, 1–NN will
always result in 1 probability in the prediction.
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Based on the environment, the weighted linkage method and
the gravitational force-based distance, the hierarchical clustering
resulted in the dendrogram shown in Figure 6.7.

FIGURE 6.7: Dendrogram generated by using
Gravitational force-based distance and weighted

linkage method

The 9-NN classifier was used a without weighted vote to pre-
dict the class using the measured values. Based on the dendro-
gram presented in Figure 6.7, a graph can be constructed as seen
in Figure 6.8. In this graph, the leaf nodes presented in the dataset
have probability values for the given measurement. But only two
of these nodes have a non-zero value. The first is marked with
11, and it represents the East Corridor room. This room has a 0.328
probability in the classification. The second is the Lobby denoted
by number 14 with 0.672 probability. The actual class node is East
Corridor marked by green background colour on the graph. A tra-
ditional classifier would return with the Lobby, because it has the
highest probability value.
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FIGURE 6.8: Example case for advantage of en-
hancement

However, the concept presented in Section 6.2, instead of re-
turning the predicted class, check whether the probability of the
predicted class reaches the given threshold. With 0.7 or above thresh-
old, the enhanced classifier locates the predicted class in the graph,
and it examines its parent. Hence, the parent is not the root node,
the process continues. As the predicted node has only one sibling
with zero probability, the parent also has the probability value be-
low the threshold. For this reason, the searching process moves up
one level to the parent. The sum of the probabilities of each de-
scendant leaf node is 1, which could pass any threshold. Thus, the
last examined node, with the blue background, is the terminating
node, which returns the list of its descendant leaf nodes. The result
of the classification process consists of only 4 rooms, namely East
Corridor, West Corridor, Lab200 and Lobby. As it can be seen in Fig-
ure 6.8, the actual class is the descendant of the terminating node.
Thus, the enhanced concept correctly classified the measurement
using only 4 rooms.

6.2.2 Results

The results are stored in a csv file for further processing. The file
name contains meta information about the setup, namely the clas-
sifier, the linkage method and the threshold. The file contains the
following fields. Correct Classification can be True or False
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based on the containment of the Actual ID in the Predicted IDs
set. Confidence is a real value between the threshold and 1, in-
cluding both values, which represents the accepted confidence of
the result. The cardinality of the Predicted IDs is stored in the
Set Size column. The transformation of the selected properties is
required for comparison.

Hit

Hit is the associated value for the True or False of Correct Classification.
Derived from this property of the results, hitRate can be calculated
for a setup. It is the rate of the correctly classified cases and all the
cases to represent the accuracy. Hence, the hitRate is a real number
in the [0, 1] interval. The goal function is to maximize the hitRate.

(a) Weighted (b) Average

(c) Single (d) Complete

FIGURE 6.9: Hit rates of classifiers tested

The hitRate values can be seen in Figure 6.9 for each classifier
tested. The values are grouped by both linkage method and thresh-
old. As it can be seen, the linkage method does not have a high im-
pact on the hitRate in this test. The graph shows, that 1 hitRate
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was not achieved using 0.6 or 0.7 threshold. With 0.8 threshold, the
9–NN and 9–NNW were the few classifiers to achieve 1. Moreover,
the set of fully correct classifiers does not differ using 0.9 or 1 as
threshold. 1–NN 1–NNW and Naive Bayes classifiers did not use
the enhancement in the experiment. Although, 3–NN and 3–NNW
were able to increase the hitRate, these methods stuck below 1.

Confidence

The confidence property of the results is presented in Figure 6.10. It
is displayed by box plot, grouped by the classifier, linkage method,
and threshold. The goal function is to maximize the confidence
values.

(a) Weighted (b) Average

(c) Single (d) Complete

FIGURE 6.10: Confidences of classifiers tested

As seen in Figure 6.10, the linkage method has a slight impact
on the confidence values. Weighted, average and single linkage
methods resulted in the same statistics of the result set in terms of
the confidence property. Compared to the other linkage methods,
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the complete linkage method has a few hardly noticeable differ-
ences. For example, the minimum confidence values using 9–NN
and 9–NNW has decreased in case of 0.6 threshold compared to the
others. In this setup, the first quartile is also decreased, while there
is no outlier detected. However, the 5–NNW and the 13–NNW
developed higher first quartile with the complete linkage method,
while no outlier is detected. With 0.7 threshold, 11–NN and 11–
NNW achieved a significantly lower first quartile using the com-
plete linkage method, and the minimum of the 11–NNW slightly
decreased. In the rest of the thresholds, the difference lies only in
the outlier data.

In terms of the classifiers, it can be said that besides the obvious
1–NN and 1–NNW confidence values, the Naive Bayes resulted
also 1 confidence with only one outlier, which is only rounded to
1. The third quartile and the maximum value is 1 regardless of
the classifier, the linkage method and the threshold. 9–NN and
9–NNW achieved the significantly higher first quartile and mini-
mum using 0.6 threshold. It can be also observed, that the 3–NN
and 3–NNW has the first quartile in the 1 value with 0.7 thresh-
old. However, with 0.8 threshold, 5–NN achieved the equality of
minimum and first quartile, while there is no outlier data. Some
classifiers resulted in the first quartile as 1, however, the number
of outliers fairly increased. Most classifiers has all their box plot
values as 1 using 0.9 threshold, however, the number of outliers is
still relevant.

Abstraction

To minimize the size of the resulted list, the abstraction feature is
introduced. However, to be consistent with the goal functions of
the hitRate and the confidence, the goal for the abstraction should
also be maximization. To eliminate the number of rooms from the
property, the level of abstraction is designed to be a real number in
the [0, 1] range.

â = 1− a− 1
n− 1

(6.1)

Equation 6.1 shows the calculation of abstraction level based on
the set size, where a is the set size, n is the number of classes and
â is the normalized abstraction level. In case the set size is 1, the
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abstraction level is 1, while the highest possible set size results 0 as
abstraction level.

(a) Weighted (b) Average

(c) Single (d) Complete

FIGURE 6.11: Abstraction of classifiers tested

Figure 6.11 shows the abstraction levels of the classifier, linkage
method and threshold setups. As it can be seen, linkage method
has a high impact on the abstraction feature. From the point of
view of minimal abstraction value, the complete linkage method
behaves diverse. It shows that some classifiers have cases when the
list of all rooms is the prediction results. Weighted linkage method
only treats cases as outlier below 0.8 abstraction with every thresh-
old tested. Moreover, compared to the others, the weighted linkage
method does not let the minimum abstraction below 0.8, even with
1 threshold. However, average and single linkage methods mainly
differ in the minimal level of abstraction.

From the point of view of the classifiers, the 1–NN, 1–NNW and
Naive Bayes have constant abstraction level with 1. However, us-
ing 0.6 as the threshold, other classifiers behave alike, except those
have outliers. Only the 3–NN has a minimum lower than 1 in case
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of 0.7 threshold regardless of the linkage method. With 0.8 thresh-
old, the classifiers that not lowered their minimum are 5–NN and
5–NNW. Moreover, the amount of change in the case of 11-NN
and 11–NNW are also low. The other classifiers took the minimum
value to the second row of outlier in the graph. Using 0.9 threshold,
most of the classifiers took the minimum and first quartile values to
the second row of outlier. With the increment of the threshold to 1,
11–NN, 11–NNW, 13–NN and 13–NNW dropped their minimum
value last row of outliers, except with weighted linkage.

6.2.3 Tuning

When the accuracy is the main goal, the concept can return all the
rooms as the result producing a low abstraction level. Moreover,
when the level of abstraction is aimed to be as low as possible, the
performance of the classification can be poor. For example, Figure
6.11 shows that the level of abstraction is the best using 0.6 thresh-
old, the confidence of the classifiers, shown in Figure 6.10, is weak,
and the accuracy is below potential values.

f itness = wh · hitRate + wc · con f idence + wa · abstraction (6.2)

Therefore, the threshold and the linkage can not be based on
only one of these features. To help find the balance, a fitness func-
tion is introduced using these features. The introduced fitness func-
tion can be seen in Equation 6.2, where w denotes the weight of the
given property. The aim is to maximize the fitness value.

The equally weighted fitness value of the tested setups can be
seen in Figure 6.12. As can be seen, the 1–NN, the 1–NNW and
Naive Bayes did not change their fitness values, however, the dif-
ference to 3 fitness value is only the accuracy. The different linkage
methods resulted in noticeable differences.

Complete linkage method with 1.0 threshold using 13–NN and
13–NN resulted in the lowest fitness values in the experiment. Com-
pared to the other linkage methods, complete linkage has major
differences in fitness values. However, the characteristics of the fit-
ness values is alike to the average and the single linkage methods.

Average and single linkage methods have the fewest differences.
The dissimilarity between these two linkage methods grows by
the incremental of the threshold. The single linkage method could
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(a) Weighted (b) Average

(c) Single (d) Complete

FIGURE 6.12: Fitness of classifiers tested

reach the same or slightly higher fitness values with every classi-
fier.

Weighted linkage method achieved slightly higher fitness val-
ues, than single linkage. One of the main differences is in the case
of 0.8 threshold using 11–NN, 11–NNW, 13–NN and 13–NNW. The
other notable difference appeared using 13–NN and 13–NNW with
0.9 threshold. Weighted linkage method differs partly to the other
methods tested. It can be seen, that using 0.7 threshold, the 3–NNW
has lower fitness, than the 3–NN, opposite to the results of other
methods.

The 3–NNW classifier achieves the highest fitness value besides
the 1–NN, 1–NNW and Naive Bayes. As it can be seen, using either
average, single or complete linkage method and 0.7 threshold, it is
slightly lower, than the local maximum. The incremental of the
threshold eventually reduces its fitness values.
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Discussion

The increment of the threshold does not necessarily improve the
classification properties in every case. There is a value, which in
case of further increment, does not have any effect, or even reduces
the property value. For example, the abstraction is the most rea-
sonable in the case of 0.8 or 0.9 as threshold.

The variety of linkage methods does not have an impact on the
hit rates, and has a low effect on the confidence property. How-
ever, the level of abstraction highly depends on this parameter.
For example, the complete linkage method resulted all the avail-
able rooms in some cases, which resulted in a 0 abstraction level.
While the weighted, average and single linkage resulted in at least
0.2 abstraction. Based on the fitness value, the complete linkage
method performed the worst in the experiment. The average and
single linkage methods are similar in characteristic to the complete
linkage, but both performed better. The difference between the
average and single linkage methods slightly favors to the single
linkage method. However, the weighted linkage method could
achieve slightly higher fitness values, than single linkage. Hence,
the weighted and the single linkage methods seem to be advisable.

The 3–NNW classifier seems to be the best candidate in the per-
spective of confidence and abstraction using at least 0.7 as thresh-
old. Moreover, the 3–NNW achieved the highest fitness value, al-
most reaching the maximal fitness value in the setup.

Naive Bayes classifier was tested on this environment, however,
none of its cases used the concept. Therefore the examination in
larger scope is admissible.

6.3 Real Life Scenario

In the experiment, the k–NN and the Naive Bayes classifiers are
used to the available functionality to return the class probabilities.
The threshold is noted as TH, and TH ∈ {0.6, 0.7, 0.8, 0.9, 1}. In
this experiment, each combination of linkage method and distance
function is performed for each classifier and threshold. The link-
age methods in the experiment are average, complete, single and
weighted. The distance function is selected to be the commonly-
used Euclidean distance, and the dissimilarity value of gravita-
tional force-based approach detailed in Section 5.3.
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6.3.1 Results

The experimental results are examined in three view-of-point. The
first is the improvement of the classification accuracy, previously
called hitRate. The second is the confidence of the enhancement
process. The third is the abstraction level of the process.

Percentage of Enhancement Usage

The percentage of enhancement usage can be expected to be as high
as possible in case of low confidence level. Table 6.4 shows the aver-
ages of enhancement usage percentage in each classifier tested. The
average enhancement usage percentage is 20.53. The 1–NN and the
1–NNW always reach the threshold, hence the enhancement is not
applied to these classifiers. The 9–NN, 13–NN and 13–NNW meth-
ods used the enhancement method in nearly a third of the cases
on average. However the Naive Bayes classifier only adopts the
enhancement method in average 2% of its cases. The lowest per-
centage of enhancement usage is 0.65 in the case of Naive Bayes.
The highest value of the minimal percentages is 14.84 in the case of
9–NNW classifier. The average of the minimal percentages is 7.25.
The highest percentage of usage is 57.42 in case of 13–NN and 13–
NNW classifiers, hence most of half of its cases used the enhance-
ment method. The lowest value of the maximal percentages is 7.74
besides the 1–NN and 1–NNW. The average value of the maximal
percentage for each classifier is 34.04.

From the setups, 16 cases resulted in the highest, 57.42 percent-
age of enhancement usage. All these cases use 13–NN or 13–NNW
classifiers with 1 threshold and resulted a 100% accuracy. In most of
the cases, the Max Set Size is 71, which is its highest possible value
in this experiment. However, the lowest value of Average Set Size
13.6, which resulted by single linkage and gravitational distance
with both 13–NN and 13–NNW.

Accuracy

The accuracies are compared to the classification results presented
in Table 4.5. With this comparison, the effect of the enhancement
can be measured to the classification.

Table 6.5 shows the used classifiers in the experiment, and their
accuracy in percentage. In every variant of classifiers, the enhance-
ment could increase its accuracy. On average, a 8 % increase can be
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TABLE 6.4: Average percentages of enhancement
usage both with Euclidean and Gravitational dis-

tance

Percentage of Enhancement
Average Min Max

1NN 0.00 0.00 0.00
1NNW 0.00 0.00 0.00
3NN 18.97 1.94 23.23
3NNW 17.68 2.58 23.23
5NN 21.29 3.23 34.84
5NNW 23.35 9.03 34.84
9NN 31.23 14.19 46.45
9NNW 29.03 14.84 46.45
11NN 29.42 12.90 55.48
11NNW 29.68 13.55 55.48
13NN 32.39 10.32 57.42
13NNW 31.74 10.97 57.42
Naive Bayes 2.06 0.65 7.74
Total Result 20.53 0.00 57.42

TABLE 6.5: Comparison of accuracies based on the
usage of the enhancement

Without enhancement With enhancement
1NN 89.68 91.61
1NNW 89.68 91.61
3NN 92.26 98.71
3NNW 92.26 98.71
5NN 89.03 100
5NNW 90.32 100
9NN 90.97 100
9NNW 92.26 100
11NN 90.32 100
11NNW 90.32 100
13NN 90.32 100
13NNW 90.32 100
Naive Bayes 87.1 90.3

observed. While the highest increment is 12 in the case of 5–NN,
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the lowest increment happens with both 1NN and 1–NNW meth-
ods. The accuracies can be investigated based on the distance func-
tion to test the benefit of the gravitational force-based approach.

The accuracy results based on the distance function are shown
in Table 6.6 and Table 6.7. In both Tables, the minimal, the maxi-
mal and the average accuracy are shown according to the linkage
method and the classifier.

TABLE 6.6: Mean of average accuracies using eu-
clidean distance

average complete single weighted
min max avg min max avg min max avg min max avg

1NN 91.61 91.61 91.61 91.61 91.61 91.61 91.61 91.61 91.61 91.61 91.61 91.61
1NNW 91.61 91.61 91.61 91.61 91.61 91.61 91.61 91.61 91.61 91.61 91.61 91.61
3NN 91.61 98.71 97.29 91.61 98.71 97.29 91.61 98.71 97.29 91.61 98.71 97.29
3NNW 92.90 98.71 97.55 92.90 98.71 97.55 92.90 98.71 97.55 92.90 98.71 97.55
5NN 94.84 100 97.94 94.84 99.35 97.42 94.19 99.35 97.55 94.84 99.35 97.42
5NNW 95.48 100 98.45 96.13 99.35 98.06 96.13 99.35 98.19 96.13 99.35 98.06
9NN 96.13 100 98.71 95.48 100 98.45 96.13 100 98.84 96.13 100 98.71
9NNW 96.13 100 98.71 95.48 100 98.45 96.13 100 98.84 96.13 100 98.71
11NN 94.19 100 97.94 93.55 100 97.42 94.19 100 97.81 94.19 100 97.68
11NNW 94.84 100 98.06 94.19 100 97.55 94.84 100 97.94 94.84 100 97.81
13NN 94.84 100 98.32 94.19 100 97.94 94.84 100 98.19 94.84 100 98.06
13NNW 94.84 100 98.32 94.19 100 97.94 94.84 100 98.19 94.84 100 98.06
Naive
Bayes 86.45 89.68 87.1 86.45 89.68 87.1 86.45 89.68 87.1 86.45 89.68 87.1

Total 86.45 100 96.28 86.45 100 96.03 86.45 100 96.21 86.45 100 96.13

The statistic of average accuracies using Euclidean distance can
be seen in Table 6.6. The lowest value of minimum accuracy 86.45
occurred using Naive Bayes with any linkage method tested. The
highest minimum accuracy is 96.13, which was achieved by 5–NNW
using complete, single and weighted linkage methods, and by 9–
NN and 9–NNW using average, single and weighted linkage. The
lowest maximal accuracy is obtained by Naive Bayes classifier with
any linkage method tested. The maximal accuracy is 100 in ev-
ery linkage method, 9–NN, 9–NW, 11–NN, 11–NNW, 13–NN and
13–NNW classifiers reached this value with every linkage method.
However, using average linkage method, the 5–NN and 5–NNW
classifiers could also achieve 100 as maximal value. The average
accuracy is slightly different in each linkage method, but the high-
est value is 96.28 in the case of average linkage method.

The statistic of average accuracies using gravitational distance
can be seen in Table 6.7. The lowest value of minimum accuracy is
89.45 in the case of Naive Bayes classifier with any linkage method
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TABLE 6.7: Mean of average accuracies using
gravitational distance

average complete single weighted
min max avg min max avg min max avg min max avg

1NN 91.61 91.61 91.61 91.61 91.61 91.61 91.61 91.61 91.61 91.61 91.61 91.61
1NNW 91.61 91.61 91.61 91.61 91.61 91.61 91.61 91.61 91.61 91.61 91.61 91.61
3NN 91.61 98.71 97.29 91.61 98.71 97.29 91.61 98.71 97.29 91.61 98.71 97.29
3NNW 92.90 98.71 97.55 92.90 98.71 97.55 92.90 98.71 97.55 92.90 98.71 97.55
5NN 94.84 99.35 97.42 94.84 99.35 97.42 94.84 100 97.94 94.84 99.35 97.42
5NNW 96.13 99.35 98.06 96.13 99.35 98.06 95.48 100 98.45 96.13 99.35 98.06
9NN 96.13 100 98.71 96.13 100 98.71 96.77 100 98.97 96.13 100 98.71
9NNW 96.13 100 98.71 96.13 100 98.71 96.77 100 98.97 96.13 100 98.71
11NN 94.19 100 97.68 94.84 100 97.81 95.48 100 98.19 94.19 100 97.68
11NNW 94.84 100 97.81 95.48 100 97.94 96.13 100 98.32 94.84 100 97.81
13NN 94.84 100 98.06 94.84 100 98.06 96.13 100 98.58 94.84 100 98.06
13NNW 94.84 100 98.06 95.48 100 98.19 96.13 100 98.58 94.84 100 98.06
Naive
Bayes 86.45 89.68 87.10 86.45 90.32 87.23 86.45 90.32 87.23 86.45 89.68 87.10

Total 86.45 100 96.13 86.45 100 96.17 86.45 100 96.41 86.45 100 96.13

tested. The highest minimal accuracy is 96.77, which was achieved
by using 9–NN and 9–NNW classifiers with single linkage. The
lowest maximal accuracy is 89.68 in the case of Naive Bayes classi-
fier and both average and weighted linkage methods. The maximal
accuracy is 100 with every linkage method, 9–NN, 9–NNW, 11–
NN, 11–NNW, 13–NN and 13–NNW classifiers achieved this ac-
curacy using any linkage method tested. However, the 5–NN and
5–NNW classifiers also resulted in at least one case with 100 accu-
racy using single linkage method. The average accuracy is similar
in each linkage method, although the single linkage method per-
formed the highest average accuracy with 96.41.

Abstraction

The level of abstraction can is represented by the average set size
and the max set size. The aim for both parameters is minimization.
The max set size can be seen in Table 6.8.

Table 6.8 shows the mean of Max Set Size values in case of
linkage and classifier methods using euclidean distance. The low-
est average value in this Table is 21 in case of Naive Bayes with
weighted linkage, besides the 1–NN and 1–NNW. The average val-
ues of other combinations are significantly above this value, as the
second lowest average value is 61 with 3–NNW and weighted link-
age. The highest average of Max Set Size value is 71 in multiple
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TABLE 6.8: Average of Max Set Size

Euclidean Gravitational
average complete single weighted average complete single weighted

1NN 1 1 1 1 1 1 1 1
1NNW 1 1 1 1 1 1 1 1
3NN 71 71 70 70.4 55 62.4 43 69
3NNW 71 71 70 61 55 62.4 39.4 69
5NN 71 71 70.4 70.4 46.6 62.4 37 69
5NNW 71 71 71 71 55 69 37 69
9NN 71 71 71 71 55 69 37 69
9NNW 71 71 71 71 55 69 37 69
11NN 71 71 71 71 55 69 37 69
11NNW 71 71 71 71 55 69 37 69
13NN 71 71 71 71 55 69 36.4 69
13NNW 71 71 71 71 55 69 36.4 69
Naive
Bayes 71 71 62.8 21 55 42.6 15.4 69

Total
Result 60.23 60.23 59.4 55.52 46.05 55 30.35 57.86

cases. Regardless of the classifier, the lowest average of Max Set
Size could be achieved by weighted linkage method with 55.52.

The mean of Max Set Size values in case of linkage and classi-
fier methods using gravitational distance can be also seen in Table
6.8. The lowest average value in this Table is 15.4 in the case of
Naive Bayes with single linkage, besides the 1–NN and 1–NNW.
The average values of other combinations are significantly above
this value, as the second lowest average value is 36.4 with 13–NN
and 13–NNW using single linkage. The highest average of Max Set
Size value is 69 in multiple cases. Regardless of the classifier, the
lowest average of Max Set Size could be achieved by single linkage
method with 30.35.

Average Set Size The Average Set Size can be expected to be as
low as possible. This condition can be seen in Table 6.9.

Table 6.9 shows the mean values of the Set Size Averages us-
ing euclidean and gravitational distance. The lowest average set
size 1 in the case of 1–NN and 1–NNW, however, the following
lowest value occurred using Naive Bayes as 1.26 with Euclidean
and 1.24 with gravitational distance. The highest average set size
value is 21.34 in case of euclidean distance by using single linkage
method and 13–NN classifier. In the case of gravitational distance,
the highest value 13.62 occurred using 13–NN and weighted link-
age method. The lowest mean of averages for the linkage methods
is 8.1 using Euclidean distance with complete linkage, and 5 using
gravitational distance with single linkage method.
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TABLE 6.9: Mean of Set Size Averages in the View-
point of Classifier and Linkage Methods

Euclidean Gravitational
average complete single weighted average complete single weighted

1NN 1 1 1 1 1 1 1 1
1NNW 1 1 1 1 1 1 1 1
3NN 9.72 8.22 13.40 8.59 7.21 7.67 4.62 8.92
3NNW 9.01 7.75 12.55 7.84 6.81 7.20 4.38 8.38
5NN 10.15 8.06 14.83 9.67 7.31 8.61 4.99 9.19
5NNW 11.09 8.93 16.27 10.62 8.08 9.47 5.44 10.20
9NN 13.92 11.61 21.17 14.58 10.41 12.83 7.27 13.34
9NNW 13.14 10.75 19.88 13.54 9.78 11.90 6.67 12.46
11NN 12.87 11.10 19.48 13.14 9.68 11.89 6.81 12.42
11NNW 13.14 11.19 19.73 13.25 9.76 11.99 6.86 12.51
13NN 13.94 12.05 21.34 14.59 10.62 13.09 7.40 13.62
13NNW 13.80 11.75 21.06 14.36 10.33 12.92 7.26 13.25
Naive
Bayes 1.77 1.94 1.95 1.26 1.62 1.65 1.24 1.77

Total
Result 9.58 8.1 14.13 9.49 7.2 8.56 5 9.08

Confidence

The confidence is represented in this experiment by the Average
Probability. The Average Probability can be expected to be as high
as possible.

The means of average probability values using Euclidean dis-
tance are calculated. The highest mean value of average probability
is 1 in the case of Naive Bayes with any linkage method tested. The
lowest mean value is 0.95 with 11–NN classifier using complete,
single or weighted linkage methods. The mean of minimal average
probabilities is 0.94, while the lowest minimal average probability
is 0.89 in the case of 13–NN and complete linkage method. The
highest minimal average value is 1 and it occurs with Naive Bayes
classifier with any linkage method. Every classifier resulted in 1
maximal average probability.

The means of average probabilities using Gravitational distance
for each classifier and linkage method combination are examined.
The highest mean value of average probability is 1 using Naive
Bayes classifier with any linkage method examined. The lowest
mean value of average probability is 0.95 with 11–NN classifier in
every case and 13–NN with complete linkage method. The mean
of minimal average probabilities is 0.94, and the highest minimal
value is 1 using Naive Bayes. The lowest minimal value is 0.89
using 13–NNW with complete linkage. Every classifier resulted in
1 maximal average probability.
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6.3.2 Cases

We can determine combinations, which perform the best according
to different criteria.

The Average Set Size is examined based on Table 6.9. The (1, 10]
range had been selected for further investigation.

The average accuracy and the percentage of the usage are jointly
examined. Some configuration case resulted in 0.65 percentage of
usage with 86.45 average accuracy using Naive Bayes classifier. In
addition, 3–NN configurations could achieve 1.94 percentage of us-
age with average accuracy between 92.26 and 92.69. However, the
usage of the enhancement method not only could not increase the
accuracy in these cases, but it also caused a slight decrease in the
accuracy compared to previous work presented in Table 6.5. The
other cases did not lead to accuracy decrement.

Cases with the maximal possible value in the experiment as
Max Set Size is eliminated. The aim of the enhancement to clas-
sify with a given probability without returning with all the possible
classes.

In the following, the data set is examined separately based on
the distance function.

Euclidean distance

Table 6.10 shows the 6 cases left in the narrowed data set using
euclidean distance.

TABLE 6.10: Classifier results of the euclidean
distance in the reduced dataset, where TH is the

threshold, and ACC is the accuracy

Method
name Linkage TH

Distance
function ACC Average

probability
% of

usage
Average
Set Size

Max
Set
Size

3NNW single 0.6 euclidean 92.90 0.93 2.58 2.63 66
3NNW weighted 0.6 euclidean 92.90 0.93 2.58 1.37 21

5NN weighted 0.6 euclidean 94.84 0.90 3.23 1.70 68
5NN single 0.6 euclidean 94.19 0.90 3.23 2.59 68

Naive
Bayes single 1 euclidean 89.68 1.00 7.74 4.17 66

Naive
Bayes weighted 1 euclidean 89.68 1.00 7.74 1.76 21
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Three classifiers are presented, the 3–NNW, the 5–NN and the
Naive Bayes. Each classifier uses both single and weighted link-
age and the same thresholds. Four cases use 0.6 threshold, while
the others use 1 threshold. The accuracy ranges between 89.68 and
94.84, and the average accuracy is 92.37. Only the 5–NN resulted
in different accuracy while using different linkage methods. The
average probability is 0.9 in 3–NNW, 0.93 in 5–NN and 1 in Naive
Bayes, and the mean value for the six cases is 0.94. The average per-
centage of usage is 4.5, the average max set size is 51.67. However,
two cases resulted in only 21 as max set size, marked with green in
the Table.

Gravitational distance

In the narrowed data set, 126 cases is presented, that uses gravi-
tational distance. Based on the properties, different cases can be
highlighted.

The accuracy is selected to be used as a filtering property. We
include the cases, when the accuracy is the highest occurred value
in the dataset. Hence, 13 cases are highlighted, where the lowest
average set size is 6.06 and the lowest max set size is 31. It contains
mainly setups with single linkage method, only two average link-
age method cases appear in these cases. The number of cases with
0.8 threshold is 4, with 0.9 is 7 and with 1 is 2.

Based on the average set size property, the cases with lower
than 2 are presented in the highlighting. The total number of these
cases is 8, 1 with 1 as threshold and 7 with 0.6 as threshold. All of
the four linkage methods are presented, 3 cases with single linkage,
2-2 cases with complete and average, and 1 case with weighted
linkage method. However, the average accuracy is 93.55, while the
lowest max set size is 13.

Using the max set size as the highlighting property, 3 cases are
presented in Table 6.11. The selection is based on the lowest max
set size value. Other cases are accepted when their max size value
does not exceed the double of the minimal value.

Table 6.11 shows, that the 5–NN classifier is presented twice in
this highlighting, while Naive Bayes is presented once. The com-
plete linkage method is omitted, while the average, weighted and
single linkage methods are shown. The average accuracy is 93.33,
while the average value of the average set size is 1.48. The best
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TABLE 6.11: Classifier results of the gravitational
distance in the reduced dataset, where TH is the

threshold, and ACC is the accuracy

Method
name Linkage TH Distance

function ACC
Average
proba-
bility

% of
usage

Average
Set
Size

Max
Set
Size

5NN average 0.6 gravita-
tional 94.84 0.90 3.23 1.24 13

5NN weighted 0.6 gravita-
tional 94.84 0.90 3.22 1.35 25

Naive
Bayes single 1 gravita-

tional 90.32 1 7.74 1.88 25

case in the view of max set size is the 5–NN with average linkage
method using 0.6 threshold.

6.3.3 Discussion

Based on Table 6.4 and Table 6.5, the following observations can be
made. The 1–NN and 1–NNW methods do not use the enhance-
ment due to the characteristic of the method. However, it resulted
in different accuracy than the previous study due to different im-
plementation. On average, the enhancement is used in 20%, and
all the classifiers, except 1–NN and 1–NNW could clearly improve
their accuracies.

Table 6.6 and Table 6.7 implies that the gravitational distance
could reach or slightly increase the average accuracy in every link-
age method tested. The accuracy of Naive Bayes classifier did not
vary using euclidean distance in regard to the linkage methods.
However, using gravitational distance, the complete and linkage
methods show minor improvements. Moreover, the highest mini-
mal accuracy is increased from 96.13 to 96.77 by changing euclidean
distance to gravitational distance.

The level of abstraction was presented using Table 6.8 and 6.9.
The average of max set size is the lowest in case of gravitational dis-
tance using single linkage method. It can be seen in Table 6.8, that
gravitational distance resulted in overall lower maximal set sizes
than euclidean distance. In addition, the weighted linkage per-
formed the lowest average of max set size with euclidean, but using
gravitational distance, the weighted linkage reached significantly
worse results than the best performing one. However, in Table
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6.9, gravitational distance also performed better in the viewpoint
of the set size averages. Besides, single linkage method achieved
the worst in case of euclidean distance, but performed the best in
gravitational distance.

There is no significant difference between the classifiers, the
linkage methods or either the distance functions from the point of
view of confidence.

Table 6.10 shows the best cases using Euclidean distance func-
tion. The highlighted cases show the options for setups, which use
can be suggested based on the priority. When the accuracy has the
highest priority, the 5–NN classifier, with weighted linkage method
and 0.6 threshold is suggested to be used in symbolic indoor posi-
tioning problems. This case can perform decent accuracy, and the
average set size is close enough to one, but the maximal size of
result set is almost the highest possible.

The usage of gravitational distance function increases the num-
ber of possible setups, that fulfills the narrowing criteria. Based on
the priority of the properties, different cases can be suggested. In
the case of minimization the max set size, the 5–NN classifier with
average linkage method and 0.6 threshold can be suggested. This
case can perform a decent accuracy, and the average set size is fairly
close to one, while the maximal size of result set is acceptably low.

6.4 Conclusions

The proposed concept uses topological information to handle un-
certainty in symbolic indoor positioning. The enhancement uses
hierarchical grouping in case of a low confidence level.

Thesis 3.

I designed a classification-based symbolic indoor positioning method
enhanced by hierarchical clustering, which considers the topology
of the building based on the confidence of the classification.

Related Papers: [5], [12]
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Chapter 7

Summary

This research is related to positioning or location-awareness in an
indoor environment and Smart Environments. Positioning is es-
sential for applications like navigation or tracking. Global Posi-
tioning System (GPS) is the most popular positioning system, but
it can not be used in an indoor environment due to its unique prop-
erties. Indoor Positioning Systems is an active research field since
the 1990′s and a hot topic these days. Although different indoor
positioning systems can be found, there is no accepted standard
for the problem.

Indoor Positioning Systems (IPS) are based on various tech-
nologies, but Hybrid Indoor Positioning has emerged in the 2010′s,
that uses multiple technologies and sensors to determine the posi-
tion. The Miskolc IIS (Institute of Information Science) Hybrid IPS
Dataset was constructed to provide a static context for the evalua-
tion of the classification-based symbolic indoor positioning meth-
ods. It contains measurements of multiple built-in sensors of mo-
bile phones, such as Bluetooth, WiFi and Magnetometer. The mea-
surements were recorded in a three-story building of the University
of Miskolc. This dataset is available in the UCI Machine Learning
Repository. This data set was useful for the scientific community
which is demonstrated by the high number of downloads.

Symbolic positioning was considered as a classification task,
where the classes are the positions and the attributes are the mea-
sured values. The experiment was focused on the performance
of well-known classification methods such as k–NN, Naive Bayes,
Decision Tree, Rule Induction and Artificial Neural Network (ANN)
using RapidMiner and Weka. The k–NN algorithm is recommended
because it could achieve high accuracy, and does not require mod-
ification when the training set changes. The ANN method is also
recommended due to its high accuracy; however, its high training
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time could limit its applicability in frequently changing environ-
ments.

Initially, the evaluation was based on the CRISP approach, which
is a classic way to determine the accuracy of a classifier. Experimen-
tal results show that a more accurate classification method predicts
further the symbolic positions from the original location when it is
misclassified, than a less accurate classifier. Furthermore, less accu-
rate classifiers often predict the neighboring, and nearby symbolic
position. Hence, the CRISP approach is not sufficient to evaluate
classifiers for indoor positioning purposes, because it does not take
into account the topology.

As a major contribution of my research, a new, gravitational
force-based approach is presented, which considers the topology
of the building in the classification error. The error values based
on the new approach should be proportional to the sizes of the
Zones, reflect the layout of the Zones and be asymmetrical in case
of size differences. It has three parameters, which are the capac-
ity function, the reference points and the distance function. Ap-
plicability of the presented method is demonstrated with two ex-
periments in the two-dimensional space. The topology of the envi-
ronment is modeled with IndoorGML (Indoor Geographic Markup
Language). Based on the experimental results, the presented ap-
proach fulfills the requirements for considering the topology.

The proposed method was compared to the traditional CRISP
approach in a classification task. The comparison was performed
over a data set and a map. The IndoorGML standard can help
to calculate the distance of rooms, both in coordinate system and
graphs. Therefore, three variants of the proposed method were se-
lected based on the capabilities of the IndoorGML.

Analysis of the presented evaluation methods consisted of two
points of view. Firstly, the classifiers were ranked based on the clas-
sification error values. Secondly, the distribution of the proportion
of classifiers was determined by dividing the error values by the
best value. Based on the experimental results, the usage of the pro-
posed gravitational force-based approach in the case of an indoor
positioning application is recommended instead of the CRISP ap-
proach.

To improve the classification for symbolic indoor positioning
purposes, a novel method was required. Some well-known classi-
fier accepts classes as a prediction based on confidence values. But
when the confidence for each class is relatively small, the accuracy
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of the classifier vary in a moderate range. To overcome this occur-
rence, the concept of hierarchical grouping enhanced classification
can be introduced. The classification enhancement requires three
parameters, namely classifier, threshold, and dendrogram. Hier-
archical clustering algorithms can be applied using a topological
description to generate the grouping. The different setups were
compared by the entanglement value to identify those with similar
behaviors.

Different features can be introduced to evaluate the enhanced
classification process. The accuracy is represented by the hit rate,
the confidence is used to record the accepted value, while the ab-
straction shows the goodness of the size of the predicted classes.
Since the features are contradictory, the tuning of these features is
examined in a narrow environment to find the best combination
of dendrogram, threshold and classifier using gravitational force-
based distance.

The test in a real life scenario is executed to observe the behav-
ior of the enhanced classification. The percentage of usage, the ac-
curacy, the abstraction and the confidence is analysed. Due to the
accuracy feature, the concept is also compared to the traditional
classification process. The enhanced classification seems to be ad-
vantageous based on our experimental results in the case of indoor
positioning purposes.

7.1 Contributions

To the best of our knowledge, there was no data set that allowed
the comparison of various indoor positioning methods using mul-
tiple technologies at the time. Hence, the Miskolc IIS Hybrid IPS
data set was constructed, which allows the comparison of indoor
positioning algorithm based on multiple sensors. The created data
set was used as a base for my further works. The contribution of
this data set to the research field is shown by independent citations.

Thesis 1.

Room-level indoor positioning can be considered as a classifica-
tion problem. I created a data set, which allows benchmarking of
classification-based symbolic indoor positioning methods.
Related Publications: [6], [9], [7], [4].
Citations: [CGOC18], [CGOC17], [MS+19], [Sat18], [MS+18], [Bog17],
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[Fen+20], [YZZ20], [SS+20], [NMN20], [AM20], [Elg+20], [Ara+20],
[MGT18]

As far as we know, there was no application-specific approach
to the evaluation of classifiers for indoor positioning purposes. A
novel method was presented for classification error calculation for
symbolic indoor positioning purposes. This approach uses the topol-
ogy of the building as domain-specific knowledge, and uses the
gravitational force as the base idea. The proposed method was
compared to the traditional CRISP approach, and results imply that
gravitational force-based approach can be beneficial.

Thesis 2.

I proposed a topology-based evaluation method for classification-
based indoor positioning algorithms which allows a more detailed
evaluation.
Related Publications:[9], [11], [8], [10] ,[1], [2].
Citations: [HHAR19],[Wan+20][YZZ20],[Fen+20],[Yan+21]

A novel method was required to improve the classification for
symbolic indoor positioning purposes, which considers the topol-
ogy. Some well-known classifier accepts classes as a prediction
based on confidence values. But when the confidence for each class
is relatively small, the accuracy of the classifier varies in a moder-
ate range. To overcome this occurrence, the concept of hierarchical
grouping enhanced classification can be introduced. Experimental
results show that the enhanced classification could found the bal-
ance between accuracy and the abstraction level.

Thesis 3.

I designed a classification-based symbolic indoor positioning method
enhanced by hierarchical clustering, which considers the topology
of the building based on the confidence of the classification.
Related Papers: [5], [12]
Citations: –
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Összegzés

Ez a kutatás a pozicionálás vagy helyzetmeghatározás beltéri kör-
nyezetben és az intelligens környezet témaköréhez kapcsolódik. A
pozicionálás elengedhetetlen az olyan alkalmazásokhoz, mint a na-
vigáció vagy a nyomon követés A globális helymeghatározó rend-
szer (GPS) a legnépszerűbb pozicionáló rendszer, viszont a beltér
egyedi tulajdonságai miatt nem használható. A beltéri helyzetmeg-
határozó rendszerek az 1990-es évek óta aktív kutatási területnek
számít, és manapság is kutatott téma. Habár léteznek különböző
beltéri helyzetmeghatározó rendszerek, nincs elfogadott szabvány
a kérdéskör megoldására.

Beltéri helyzetmeghatározó rendszerek különböző technológi-
ákon alapulnak, de az elmúlt évtizedben kialakult a hibrid belté-
ri helyzetmeghatározás, amely több technológiát használ a pozí-
ció meghatározásra. A Miskolc IIS Hibrid IPS adathalmaz statikus
kontextus biztosítására lett létrehozva az osztályozási módszerek
értékelésére. A mobiltelefon több beépített szenzorainak, például
Bluetooth, Wifi és magnetométer méréseit tartalmazza. A mérések
a Miskolci Egyetem három emeletes épületében lettek elvégezve.
Ez az adathalmaz elérhető a UCI Machine Learning Repository-
ban. Az adathalmaz alapjául szolgált a további munkáimnak.

A szimbolikus pozicionálást osztályozási feladatnak lehet te-
kinteni, ahol az osztályok a pozíciók és az attribútumok a mért ér-
tékek. A kísérlet olyan ismert osztályozási módszerekre összponto-
sított, mint például a k–NN, a Naív Bayes, a döntési fa, a szabályin-
dukció, és a mesterséges neurális hálózat, a RapidMiner és a Weka
alkalmazásával. A k–NN osztályozó ajánlott, mivel nagy pontos-
ságot tud elérni, és nem igényel módosítást, amikor a tanítóhal-
maz megváltozik. A mesterséges neurális hálózat szintén ajánlott
a nagy pontossága miatt, a magas tanítási költség viszont korlátoz-
hatják az alkalmazhatóságát gyakran változó környezetben.

Kezdetben az értékelés a CRISP megközelítésen alapult, amely
klasszikus módja az osztályozó pontosságának meghatározására.
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A kísérleti eredmények azt mutatják, hogy egy pontosabb osztályo-
zó tévesztés esetén távolabbi szimbolikus pozíciót ad eredményül,
mint egy kevésbé pontos osztályozó. Ezenkívül a kevésbé pontos
osztályozó gyakran szomszédos vagy közeli szimbolikus pozíciót
határoz meg, amikor téveszt. Tehát a CRISP megközelítés nem ele-
gendő a beltéri helyzetmeghatározási célú osztályozók értékelésé-
hez, mivel nem veszi figyelembe a környezet topológiáját.

Kutatásom jelentős hozzájárulásaként bemutatom az új, tömeg-
vonzáson alapuló megközelítést, amely figyelembe veszi az épület
topológiáját az osztályozási hibában. Az új megközelítésen alapu-
ló hibaértékeknek arányosnak kell lenniük a zónák méreteivel, tük-
rözniük kell a zónák elhelyezkedését és aszimmetrikusnak kell len-
niük méretbeli különbségek esetén. Három paraméterrel rendelke-
zik, amely a kapacitásfüggvény, a referencia pontok és a távolság
függvény. A bemutatott módszer alkalmazhatóságát két kísérlettel
demonstráljuk a kétdimenziós térben. A környezet topológiáját az
IndoorGML segítségével írjuk le. A kísérleti eredmények alapján a
bemutatott megközelítés teljesíti a topológia figyelembevételének
kapcsán támasztott követelményeit.

A javasolt módszert összehasonlítottuk a klasszikus CRIPS meg-
közelítéssel egy osztályozási folyamat során. Az összehasonlítást
egy adathalmaz és egy térkép segítségével végeztük. Az Indo-
orGML szabvány segít kiszámítani a szobák távolságát, mind a ko-
ordináta rendszerben, mind gráfokban. Ezért a javasolt módszer
három változatát választottuk az IndoorGML képességei alapján.

A bemutatott értékelési módszerek elemzése két szempontból
állt. Először az osztályozókat az osztályozási hibaértékek alap-
ján rangsoroltam. Másodszor, az osztályozók arányának eloszlását
vizsgáljuk, ahol a legjobb értékkel skálázzuk. A kísérleti eredmé-
nyek alapján a javasolt tömegvonzás alapú megközelítés használa-
ta a beltéri helyzetmeghatározási alkalmazás esetén a CRISP meg-
közelítés helyett ajánlott.

A szimbolikus beltéri helyzetmeghatározási célú osztályozás ja-
vításához új módszerre volt szükség. Néhány osztályozó konfiden-
cia érték alapján ad előrejelzést. Abban az esetben, amikor a konfi-
dencia érték minden osztályra viszonylag alacsony, az osztályozá-
si pontosság nagy mértékben ingadozik. Ennek a kiküszöbölésére
bevezethető a hierarchikus csoportosítással javított osztályozás fo-
galma. Az osztályozás ily módon való fejlesztésének három para-
méterre van szüksége, nevezetesen az osztályozó, a küszöbérték és
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a dendrogram. A hierarchikus klaszterezési algoritmusok topoló-
gia leírás alapján alkalmazhatóak a csoportosítás létrehozására. A
különféle beállításokat összehasonlítottuk összeakadás érték alap-
ján, hogy azonosítsuk a hasonlóan viselkedő beállításokat.

Különböző jellemzőket lehet bevezetni a javított osztályozási
folyamat értékeléséhez. A pontosságot a találati arány képviseli,
a megbízhatóságot használják az elfogadott érték rögzítésére, míg
az absztrakció a jósolt osztályok méretének jóságát mutatja. Mi-
vel a bevezetett jellemzők ellentmondanak egymásnak, ezért ezen
jellemzők hangolását szűk környezetben vizsgáljuk meg. Így meg-
találjuk a hierarchikus klaszterezés kapcsolási módszerének, a kü-
szöbértéknek és az osztályozónak a legjobb kombinációját tömeg-
vonzás alapú távolság felhasználásával.

A javított osztályozási viselkedésének megfigyelésére tesztet vé-
geztünk el valós életbeli forgatókönyv alapján. Elemezzük a hasz-
nálati százalékot, a pontosságot, az absztrakciót és a megbízható-
ságot. A pontosság miatt a koncepciót össze lehet hasonlítani a
hagyományos osztályozási folyamattal is. Kísérleti eredményeink
alapján a javított osztályozás előnyösnek tűnik beltéri helyzetmeg-
határozási alkalmazás esetén.

Tudományos Eredmények

Legjobb tudomásunk szerint nem állt rendelkezésre olyan adathal-
maz, amely lehetővé tenné a különféle beltéri helymeghatározási
módszerek összehasonlítását egyszerre több technológia felhaszná-
lásával. Ezért elkészült a Miskolc IIS Hibrid IPS adathalmaz, amely
lehetővé teszi beltéri helyzetmeghatározó algoritmusok összeha-
sonlítását több szenzor alapján. Az adathalmaznak a kutatási te-
rülethez való hozzájárulását jól mutatják a független idézetek.

1. Tézis

A szobaszintű beltéri helyzetmeghatározás osztályozási problémá-
nak tekinthető. Készítettem egy adathalmazt, amely lehetővé te-
szi az osztályozás alapú szobaszintű beltéri helyzetmeghatározási
módszerek teljesítményértékelését.
Kapcsolódó cikkek: [6], [9], [7], [4].
Idézések: [CGOC18],[CGOC17],[MS+19],[Sat18], [MS+18],[Bog17],
[Fen+20], [YZZ20], [SS+20], [NMN20],[AM20], [Elg+20], [Ara+20],
[MGT18]
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Tudomásunk szerint nem volt alkalmazásspecifikus megközelí-
tés a beltéri helyzetmeghatározási célú osztályozók értékeléséhez.
Új módszer került bemutatásra az osztályozási hiba kiszámításá-
hoz szimbolikus beltéri pozicionálás céljára. Ez a megközelítés az
épület topológiáját használja témaspecifikus tudásként, és alapöt-
letként a tömegvonzást használja. A javasolt módszert összehason-
lítottuk a hagyományos CRISP megközelítéssel, és az eredmények
azt mutatják, hogy a tömegvonzás alapú megközelítés előnyösnek
tűnik.

2. Tézis

Definiáltam egy topológia alapú értékelési módszert az osztályozá-
son alapuló beltéri helyzetmeghatározási algoritmusokhoz, amely
részletesebb értékelést tesz lehetővé.
Kapcsolódó cikkek:[9], [11], [8], [10] ,[1], [2].
Idézések: [HHAR19],[Wan+20],[YZZ20],[Fen+20], [Yan+21]

A szimbolikus beltéri helyzetmeghatározási célú osztályozás ja-
vításához új módszerre volt szükség, amely figyelembe veszi a to-
pológiát. Néhány ismert osztályozó a konfidenciaérték alapján ad
előrejelzést. Abban az esetben, amikor minden osztály konfiden-
ciaértéke alacsony, az osztályozási pontosság ingadozik. Ennek az
előfordulásnak a kiküszöbölésére bevezethető a hierarchikus cso-
portosítás által javított osztályozás fogalma. A kísérleti eredmé-
nyek azt mutatják, hogy a javított osztályozás megtalálhatja az egyen-
súlyt a pontosság és az absztrakciós szint között.

3. Tézis

Hierarchikus klaszterezéssel kiegészítettem osztályozáson alapu-
ló szimbolikus beltér helyzetmeghatározási módszereket, amelyek
így figyelembe veszik az épület topológiáját az osztályozás meg-
bízhatósága alapján
Kapcsolódó cikkek: [5], [12]

Idézések: –
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