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1. Introduction 

1.1. Digital soil mapping 

Spatial soil information is essential for sustainable land management, land use planning, and 

precision agriculture (Lagacherie and McBratney, 2006). This information is important in 

protecting soil resources and other aspects of environmental science, such as hydrological 

and ecological modeling, climate change, and preserving natural resources (Gray et al. 2011). 

In recent years, there has been a significant increase in the use of digital soil mapping (DSM), 

which involves the creation of soil maps using digital technology. These maps provide 

valuable soil information and are increasingly being used in the field of soil science. DSM, 

by applying statistical and mathematical techniques, can capture the relation between soil 

observations and environmental variables that creates spatial and temporal soil information 

(McBratney et al. 2003). 

The main framework of DSM refers to the concept of fundamental soil development theory 

by Jenny (1994). This concept consists of CLORPT factors, which represent climate (CL), 

organisms (O), relief (or topography) (R), parent material (P), and time (T), respectively. This 

concept later evolved into the scorpan framework (McBratney et al. 2003), in which S stands 

for soil properties and classes, and N for space or spatial position. This updated formula fits 

a spatial model to describe quantitatively the relationship between soil properties and 

environmental variables for a given spatial location. Over the past decades, there has been an 

expansion in the development of DSM techniques at different scales, from the spatially 

detailed soil maps for a region or catchment to global soil mapping (Poggio et al. 2021). This 

evolution is happening at the same time as spatial data infrastructures are becoming more and 

more developed, such as advanced remote sensing data, which provides us detailed 

information in a continuous spatial way about auxiliary variables from many exhaustive 

resources (Boettinger et al. 2008; Dewitte et al. 2012; Weiss et al. 2014). The other reason 

for this evolution is the development of computational tools, such as accessible and available 

software solutions to analyze this information (Minasny et al. 2008; Malone et al. 2017; 

Rossiter, 2018). 
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Digital maps are available for both quantitative and qualitative soil attributes, for instance, 

soil classes or soil type (Behrens et al. 2005; Hounkpatin et al. 2018) as a discrete qualitative 

characteristic or soil pH or organic carbon as continuous quantitative variables (Brady and 

Weil, 2008; Dai et al. 2014). Machine learning (ML) algorithms (Lagacherie, 2008) and 

geostatistics (Heuvelink and Webster, 2001), or their combination, are common ways of 

predicting soil properties and delivering spatial (or even spatiotemporal) information on soils.  

The geostatistical framework (Heuvelink and Webster, 2001) has traditionally been the 

foundation for spatial soil prediction. In this framework, the spatial variability of a soil 

property is modeled as the sum of a linear combination of environmental covariates and a 

spatially autocorrelated (stochastic) residual, and kriging is used to predict at unobserved 

locations (Krasilnikov et al. 2008; Pásztor et al. 2015; Szatmári and Pásztor, 2019).  

Regression kriging (RK), widely used for spatial inference of soil properties, employs 

correlation with environmental variables and spatial correlation together (Hengl et al. 2004; 

Hengl et al. 2007). Applying geostatistical models in DSM has several benefits; first, spatial 

autocorrelation is taken into account in the modeling. This can be useful for environmental 

variables since soil properties vary between different places, while there is a correlation 

between them. Second, a reliable statistical model for spatial variation is presumed, which 

makes it possible to interpret the underlying physical processes that the model is trying to 

portray (Burrough, 2001; Wadoux et al. 2020). Third, the prediction is associated with the 

measure of uncertainty. Uncertainty maps are necessary for many situations where the 

prediction is not the only thing that matters, like during a decision-making process (Heuvelink  

and Webster, 2022). Further studies by Heuvelink et al. (1989) and Goovaerts (2001) 

demonstrated how this soil map uncertainty might be carried over into later analyses.  

Geostatistics also has some limitations; first, it is assumed that the residuals are normally 

distributed, stationary, and have constant mean and variance. Second, the relationship 

between soil properties and covariates is not exclusively linear; therefore, it is not 

straightforward and might lead to additional challenges. Also, it may fail to capture detailed 

spatial soil variation and it may be computationally demanding with large and diverse datasets 

(Kanevski et al. 2004; Heuvelink  and Webster, 2022).  
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Another common way of DSM is the application of ML algorithms. With the development of 

remote sensing and the increase in the number and accessibility of environmental covariates, 

the focus has turned to employing a flexible, non-linear model structure to enhance the quality 

and accuracy of modeling (Khaledian and Miller, 2020; Hateffard et al. 2019). Nowadays, 

ML is frequently applied for regression and classification tasks in different topics (Hengl et 

al. 2015; Heung et al. 2016).  Despite geostatistical approaches, ML algorithms can handle a 

variety of variables as predictors and do not make an assumption about the distribution of the 

observations. Several studies have demonstrated the advantages of ML methods for DSM 

(Hengl et al. 2015; Chen et al. 2019). ML solely depends on algorithms, unlike geostatistics, 

which depends on explicit statistical models. Although ML offers many valuable advantages, 

it should be utilized with caution because it might be vulnerable to over-fitting and lacks 

transparency (Arrouays et al. 2020). 

ML has much flexibility to offer when modeling the relationship between dependent and 

independent variables. When applied effectively with a large data set and many covariates at 

fine resolutions, it can significantly increase the accuracy of soil maps (Hengl et al. 2015). 

The accuracy of DSM is influenced by several factors, including number of soil samples, 

sampling design, the number of environmental covariates, and the choice of ML algorithm. I 

will discuss these factors in detail later. Additionally, I will address the current challenges 

and gaps in the application of DSM. 

1.2. Soil samples and sampling design 

By sampling, one can estimate the characteristics of a whole population by selecting a subset 

of individuals from the entire population (Cochran, 1977). A key part of the DSM process 

involves predicting soil properties of interest at locations that have not yet been visited. 

Different statistical models have been widely employed for this purpose, assuming that the 

models are compatible with real conditions (Szatmári et al. 2015). Therefore, the sampling 

should be representative enough to cover the whole population, as the sample size and spatial 

location of the samples contribute to the accuracy of mapping. Sampling design, which has 

given much attention to optimization, specifies which points or locations should be visited 

before going to the field (Hengl et al. 2003). Depending on the availability of environmental 
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covariates and the shape of the study area, the sampling design can be different. For example, 

if the area has a regular shape and there is no information about the covariates, it is 

recommended to do sampling based on a regular grid such as square, triangular, etc (Vašát et 

al. 2010). While in the case of the availability of covariates, which is the case in most areas 

nowadays, and if we assume there is a correlation between soil properties and their 

environmental covariates, a decent technique is to make sure that the measurements are 

evenly distributed throughout the feature space (Wadoux et al. 2019). Spatial coverage 

sampling, feature space coverage sampling or conditioned Latin Hypercube sampling (cLHS) 

(Minasny and McBratney, 2006; Brungard et al. 2015) are the common ways for this purpose. 

To guarantee distribution in both geographic and feature space, spatial coordinates can be 

added to the list of variables.  

Sampling design can also be divided into two categories; 1. non-probability sampling, such 

as grid-based sampling, and cLHS, which is the most used by far (Wadoux et al. 2020); 2. 

probability sampling, such as simple random sampling (Tziachris et al. 2019; Brus, 2022), 

which is less applied in studies. There are many different sampling designs, but there is no 

best sampling design, according to Brus (2019), and the best scheme depends on the mapping 

approach. However, he suggested applying cLHS technique to select the soil samples location 

since it can perfectly represent the variability of auxiliary variables in a feature space.  

Latin hypercube sampling (LHS) is a stratified random process that effectively samples 

variables from their multivariate distributions. By maximally stratifying the marginal 

distribution, it fully covers the range of each variable. The method was initially developed to 

choose input variables for computer models during Monte-Carlo simulation effectively.  It 

has been used to evaluate the uncertainty in prediction models in various environmental 

research and soil science (Pebesma and Heuvelink, 1999; Minasny and McBratney, 2002).  

While a precondition for employing cLHS, as proposed by Minasny and McBratney (2006), 

is that the sampling locations must actually exist in the real world. In this method, there may 

be countless strata combinations based on different environmental factors, and samples are 

randomly fallen in each stratum. As a result, sample sets generated by cLHS can differ 

dramatically between runs with the same sample size (Yang et al. 2020). 
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Auxiliary variables can play an important role in optimizing sampling design since this 

information can provide insight into soil variation (Hendriks et al. 2019). The observations 

can be conducted at "smarter" locations, such as at locations where soil variability was 

anticipated to be the highest. Also, the number of soil observations can be reduced, in which 

field and/or laboratory measurement costs might be generally lowered, increasing the overall 

cost-effectiveness of the soil survey (Szatmári et al. 2019). Many studies concluded that by 

properly utilizing the available tools and techniques, they could have decreased their sampling 

effort (Kempen et al. 2009; Shirani et al. 2015).  In a study in the Hunter Valley of New South 

Wales, Australia, Minasny and McBratney (2006) demonstrated that cLHS closely resembled 

the original distribution of the environmental variables with a small sample size. Scarpone et 

al. (2016) applied cLHS to identify the locations for field measurements of soil thickness.  

1.3. Environmental covariates of digital soil mapping 

Environmental covariates or auxiliary variables are another requirement of the DSM process. 

They are used as predictors to calibrate the model. They are proposed to explain the soil-

forming factors and other physical and chemical processes which lead to spatial variation of 

soil properties.  

Multiple sets of environmental variables have been utilized in DSM. Here, we can list them 

based on the representation of scorpan factors, but we have to note they might not be easily 

available in all case investigations; 

1. climate; precipitation and temperature maps 

2. organisms; Land cover type, biomass map, Normalized Difference Vegetation Index 

(NDVI), Satellite based Enhanced Vegetation Index (EVI), and any other indices 

which represent vegetation cover of the area can be applied. 

3. relief and topography; Elevation, slope, aspect, plan and profile curvature, 

topographic wetness index, multiresolution index of valley bottom flatness 

(MRVBF), multiresolution index of the ridge top flatness (MRRTF), flow direction, 

channel network, landform classes.  

4. parent material; type of parent material and bedrock, depth to bedrock and thickness, 

mineralogy. 
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5. age of the soils; this is rarely used in practice since it is difficult to determine 

accurately, due to the complexity of soil formation and the limited availability of 

appropriate methods. 

6. spatial position; directions, longitude and latitude, distance to nearest 

ocean/mountain/hill/river. 

7. anthropogenic influences; land use and landcover management, probability of 

erosion, application of fertilizers. 

There are some resources that one can achieve the intended covariates at different resolutions. 

The most common resources to derive covariates are;  

1. Digital elevation model (DEM) can help acquire covariates that mostly represent 

topography  

2. Remote sensing images from platforms like Landsat 7 and 8, MODIS, or Sentinel 

3. Geological and lithological map of the study area 

4. Global land cover/ land use maps  

5. Available information of climate stations. 

Each study depends on the size and heterogeneity of the area, budget, and accessibility of 

these covariates can use a combination of them. Some researchers applied only a few of them 

(Dai et al. 2014), while others used a large set of covariates (Nussbaum et al. 2018; Hengl et 

al. 2017). Some publications have exclusively used parameters generated from DEM (e.g., 

Silva et al. 2016; Sharififar et al. 2019), climate variables (Mansuy et al. 2014), or remote 

sensing data (Minasny and McBratney 2016) to calibrate the model. 

Temporal covariates can be applied to incorporate the effect of time or age on soil spatial 

variation. For instance, Heuvelink et al. (2020) mapped the temporal dynamic of organic 

carbon in Argentina between 1982 and 2007 using time series of MODIS products. The 

accuracy of spatial predictions is improved by including more relevant covariates that can 

better explain the distribution of soil attributes.  

Recently, the application of coordination of observations or maps of distances from 

observation locations as an indicator of spatial position in the scorpan formula has been 

supported in the prediction process (Hengl et al. 2018; Behrens et al. 2018).  
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As mentioned previously, numerous covariates can account for the spatial variation in soil. 

However, it is important to carefully select the most influential covariates to assess the 

magnitude of their contribution in this particular area. Also, the goal of covariate selection is 

to employ fewer covariates to calibrate ML models to accelerate the model process, reduce 

complexity, prevent overfitting and improve prediction accuracy.  

Covariate selection can be made before the calibration of the ML model, or it can be done 

during the calibration method as a wrapper function.  For example, Hamzehpour et al. (2019), 

by calculating Pearson Correlation Coefficient between the variables and eliminating the 

highly correlated ones before calibration, chose the covariates to be utilized in ML. The other 

type of covariate selection relies on the inference made by a calibrated ML, which is called 

the wrapper method. Recursive feature elimination is an optimization procedure that is the 

most used "wrapper" technique (Minasny et al. 2018; Gomes et al. 2019). Most often, 

topography or terrain derivatives has been recognized as the most significant factor affecting 

soil attributes (McBratney et al. 2003; Nussbaum et al. 2018), whereas parent material, 

particularly in dry regions, is another  important  factor (Heung et al. 2014). Lamichhane et 

al. (2019) claimed that the most important factors for the spatial mapping of soil organic 

carbon are covariates representing organisms, climate, and topography, respectively. Also, 

they indicated that vegetation and land use in small areas were shown to be better predictive 

of soil organic carbon. In general, covariates reflecting soil surface and climatic factors 

(particularly precipitation) seem to be the most significant for predicting soil chemical 

characteristics, while a combination of relief, vegetation cover, and parent material are more 

important to predict soil classes and soil physical properties (Hengl and MacMillan, 2019). It 

is strongly advised to carefully prepare and prioritize soil covariates, as this process might 

frequently need time and resources.  

1.4. Machine Learning algorithms  

After providing soil observations and environmental covariates, we need to apply ML 

algorithms to capture the relation between them and produce spatial predictions. Many 

different algorithms have been used in DSM.  The accuracy of predictive models is essential 

as it determines the quality of their predictions which is scientific evidence to advise policy-
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making decisions. Therefore, it is crucial to increase accuracy by selecting a suitable 

approach, then finding and creating the most accurate prediction model. However, due to 

numerous aspects and factors involved in the modeling process, it is difficult to choose an 

appropriate approach and identify the most accurate predictive model for a given dataset 

(Wadoux et al, 2020).  

Depending on regression or classification purposes, there are different methods that one can 

apply. The most popular ones include decision trees (DT) (Giasson et al. 2011), random forest 

(RF) (Heung et al. 2014; Hengl et al.2015; Hounkpatin et al. 2018), artificial neural networks 

(ANN) (Zhao et al. 2010; Dai et al. 2014), and support vector machines (SVM) (Kovačević 

et al. 2010;Pereira et al. 2022). Some of the literature tried to compare the accuracy of these 

models. So far, between different ML techniques, RF has proved its applicability in spatial 

predictions of soil properties in several studies, especially for regression purposes 

(Dharumarajan et al. 2017; Hengl et al. 2018; Vaysse and Lagacherie, 2015; Kinoshita et al. 

2016). Recently, Vaysse and Lagacherie (2017) used quantile regression forest (QRF), a 

variant of RF. This method calculates the quantile of the predictions associated with the 

uncertainty map.  

In a study in Brazil, Menezes et al. (2013) claimed that applying a knowledge-driven 

approach, such as expert systems with ML algorithms, can help effectively utilize the soil 

scientist’s knowledge. They used this method under fuzzy logic to predict soil types and 

properties. To produce accurate soil organic maps, Dai et al. (2014) incorporated an ANN 

with the estimation of its residuals using conventional kriging. They concluded that ANN-

kriging could efficiently increase the accuracy, and kriging is a good way to show the spatial 

variation of soil organic carbon. Zhao and Shi (2010) compared different methods, such as 

multiple linear regression (MLR), DT, ANN with kriging, universal kriging, and regression-

kriging, to predict soil spatial distribution of organic carbon. In their study, DT showed the 

highest performance explaining 67 % of the total variation. 

Pereira et al. (2022) compared the ML algorithms with ordinary kriging and inverse distance 

weighting. SVM has been selected as the ML model and performed better in interpolating 

soil attributes. 
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Heung et al. (2016) applied ten different ML methods and 20 environmental covariates to 

predict soil taxonomic units in DSM. The models like regression trees and random forests 

were favored more in terms of speed and interpretability of the results, while the k-nearest 

neighbor and support vector machine with radial basis function had the highest accuracy, near 

72%. Also, they indicated that the choice of model and sampling design can significantly 

impact the outputs. Khaledian and Miller (2020) reviewed five different ML applicability in 

terms of the number of hyperparameters, size of samples, feature selection, training time, and 

interpretability of the resulting model. If training time is limited, algorithms such as SVM, 

MLR, and cubist should be considered. At the same time, ANN would produce better results 

with large datasets and without time limitations. With a small dataset, RF, SVM, and K-

nearest neighbors will likely have better results than MLR and ANN. Also, RF and MLR are 

more appropriate algorithms in terms of interpretability since they do not operate as "black 

boxes," unlike ANN. One of the reasons the models such as DT and RF are increasingly 

becoming popular is that these algorithms can handle both linear and non-linear relationships 

of the data and require less preprocessing. They believed there is no best model to predict soil 

properties, and each model has its advantages and limitations, which is critical to understand 

precisely before selecting the appropriate ML model.  

Recently, some studies have suggested employing ensemble modeling, which combines 

predictions from two or more individual models (e.g., Mishra et al. 2020; Brungard et al. 

2021). In this way, it is possible to take advantage of every single model, leading to more 

accurate and reliable predictions (Seni et al. 2010; Zhang and Ma, 2012). Additionally, 

ensembles effectively address ML algorithms' challenges, such as handling missing values 

and enhancing confidence estimation by weighting different variables and taking into account 

the most crucial ones. Song et al. (2020) trained three ML models separately for the 

pedoclimatic zone in China, then merged their predictions with the weighted ensemble 

learning model. They reported that applying ensembles could increase the accuracy of soil 

maps by 12.6 %.  Hengl et al. (2017) fitted ensemble ML methods as a combination of three 

different methods. They mentioned that an improvement in accuracy and variation 

explanation had been observed.  
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Mishra et al. (2021) compared RK with four different ML models to predict the spatial 

distribution of surface soil organic carbon stock. RK demonstrated fewer prediction errors 

rather than SVM, while the accuracy was comparable to gradient boosting and RF. Then, they 

combined the predictions of these four ML modes. The results of ensemble prediction showed 

higher accuracy and more detailed spatial variation. Therefore it can be a more satisfactory 

choice than selecting any single model in soil mapping. Brungard et al. (2021) indicated 

ensembles ML for regional models are approximately as accurate as global, but they have 

less uncertainty. 

1.5 Issues in digital soil mapping  

There are some knowledge gaps and issues in DSM, which need to be addressed. For 

example, data availability and quality, sampling and sampling design, consideration of spatial 

information, multivariate mapping, validation and uncertainty analysis, taking account of 

pedological knowledge, extrapolation, and interpretation of ML models (Hempel et al. 2008; 

Wadoux et al. 2020). To address these issues and gaps, researchers and practitioners are 

working on developing new and innovative methods for data collection, integration, and 

analysis, as well as on improving the accuracy and consistency of the data used in DSM. In 

my dissertation, I only describe extrapolation and joint spatial modeling issues of soil 

properties.  

1.5.1. Extrapolation of soil properties 

The application of ML techniques is getting more attention in DSM, while they require 

sampling datasets to train the model. The sampling needs effort and cost, and it is a time-

consuming process. The density of soil samples alters dramatically among different regions. 

Several areas of the world have significant gaps and free spaces due to very few or no soil 

observations. Therefore, producing soil maps at global and national levels is limited and 

mainly relies on the extrapolation ability of the trained model (Poggio et al. 2021). Spatial 

extrapolation is transferring the model to a new geographic location from which the training 

data has been calibrated. Extrapolation is the opposite of spatial interpolation, which uses 

point values in a study area to predict the vicinity (Takoutsing and Heuvelink, 2022). In other 

words, extrapolation can be applied from an area with observations (donor area) to predict 
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the soil properties in the area without observations (recipient area). The only condition is that 

both areas should have similar soils, which can be evaluated by the similarity of soil-forming 

factors. As long as the existing soil maps have captured local environmental heterogeneity 

and soil–landscape interactions in the area, they are helpful as predictive models to 

extrapolate over unmapped regions with similar environmental characteristics. Therefore, it 

is crucial to determine the locations where the feature space differs from the training data. 

Meyer and Pebesma (2021) developed the "Area of Applicability" (AOA) methodology. 

Based on AOA, we can only extrapolate to the regions the trained model has seen in the donor 

area. This concept performs based on the dissimilarity index (DI) between the covariates in 

the training data and new locations. It determines a delineation of the extendable areas where 

the trained model can be employed. 

Mallavan et al. (2010) introduced the Homosoil method as a helpful way to extrapolate from 

other areas with similar soil forming factors where the observation is rare or there is no 

detailed map for the area of interest. Several studies tried to apply this method (Malone et al. 

206; Silva et al. 2016; Angelini et al. 2020). Thompson et al. (2006) created a quantitative 

soil-landscape model to analyze the differences between locations with identical soils. Their 

model tends to overestimate and underestimate the soil properties in the recipient area. They 

attributed the errors to the difference in terrain attribute distribution. Afshar et al. (2018), 

examined the similarity index between two areas by Gower's similarity index and applied the 

multinomial logistic regression model to evaluate soil classes in the recipient area. They 

found out that the extrapolation was successful up to 60% prediction accuracy, while it can 

be significantly efficient in terms of time and costs.Angelini et al. (2020) employed structural 

equation modeling (SEM) from an area in Argentina to an identical soil landscape in the 

United States. SEM is a hybrid technique that includes pedological knowledge to analyze the 

ability to extrapolate rather than empirical methods. They believed that quantifying all the 

soil-environment interactions over time is still challenging, and we need a better 

understanding of different aspects. Although combining the pedological knowledge about the 

recipient area with soil formation indicators can be a powerful tool for extrapolation. 

Nenkam et al. (2022) questioned whether it was possible to extrapolate in areas considered 

similar based on the Homosoil technique and compared the results with existing soil global 
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maps. They discovered that extrapolation in geographic space is possible while adding local 

data to the training dataset can increase accuracy. 

There are some problems in spatial extrapolation, which might affect the predictions for the 

recipient area. In addition, a comparison of the ability to extrapolate between different ML 

models has not yet been fully investigated. In the study by Takoutsing et al. (2022), when RK 

extrapolation was replaced by RK interpolation, there was a decrease in prediction 

performance. It is unknown if RF has a similar outcome or if RF performs geographical 

extrapolation better or worse than RK. Later, Takousting and Heuvelink (2022) studied the 

ability of extrapolation between RF and RK and concluded that extrapolation had much better 

results for RK than RF. Therefore, avoiding extrapolation in feature space with RF is 

important, which can be done by calculating AOA (Meyer and Pebesma, 2021).  

Neyestani et al. (2021) evaluated the potential of extrapolation for eleven ML algorithms to 

predict soil classes. Also, they looked into the problem of imbalanced soil class observations 

through oversampling techniques, which could improve the accuracy. DT and RF performed 

the highest accuracy regarding the overall accuracy and Kappa value. 

The other extrapolation issues include; the different history of land cover and land use, the 

inability of the model to cover the feature space well, the nonlinearity of soil processes 

(Taghizadeh-Mehrjardi et al. 2022), differences in the past and present of environmental 

variables, and difficulties in quantifying soil-landscape relation (Rossiter, 2021).  

Regarding these issues, if we do extrapolation, it is crucial to quantify the measurements error 

and uncertainty of the predictions in DSM. Quantile regression forests (QRF) (Meinshausen 

and Ridgeway, 2006), as a modification of the RF model, compute all quantiles of prediction 

distribution. Therefore, it can quantify the prediction uncertainty at all prediction locations. 

Also, prediction interval width (PIW) can be calculated from the difference between lower 

and upper quantiles of estimations for any point in the predictor space (Zhang et al. 2019). It 

is expected to get wider intervals in areas where we extrapolate with high uncertainty with a 

certain probability. Some studies successfully applied RF and QRF in the spatial prediction 

of soil properties (Forkuor et al. 2017; Hengl et al. 2015; Vaysse and Lagacherie, 2017).  
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1.5.2. Joint spatial modeling 

The soil is a complex system since it changes from one point to another, and many of its 

properties alter over time (Heuvelink and Webster, 2001). Also, the soil has many interactions 

with itself and the environment from a broader perspective. Soil-landscape interactions 

exhibit spatial and temporal heterogeneity across the different scales (Haygarth and Ritz, 

2009). Researchers are investigating relationships between spatial soil information and 

environmental covariates to fully utilize the technical capabilities of mapping (Hartemink et 

al. 2008; Arrouays et al. 2014). Some soil properties strongly correlate with each other, or 

they might show spatial autocorrelation. For example, the relative combination of sand, silt, 

and clay in the soil determines the soil texture, and the sum of their percentages should always 

add up to 100%. In many cases, when modeling and predicting particle size fractions of the 

soil separately, there is no guarantee that the sum of the maps will consistently add up to 

100% at each pixel. Similarly, when dealing with elevation differences that cannot be 

negative (such as the difference between the surface and the depth of shallow groundwater 

level), mapping these properties can result in incoherent outcomes. Therefore, when spatial 

modeling of more than one variable is intended, it is better to consider their spatial 

interdependence and jointly model their spatial distribution (Szatmári et al. 2020). The 

application of multivariate geostatistics can help not only make use of this interdependency's 

benefits in spatial modeling but also to produce consistent findings that are highly valuable. 

Laborczi et al. (2019) applied the spatial inference on the original sand, silt and clay variables 

by regression kriging, which employs environmental correlation and geostatistical 

interpolation. This approach uses multiple linear regression analysis to model the trend of the 

target variable on environmental covariates and interpolates the regression residuals using 

standard kriging. Therefore, instead of mapping the particle size fractions independently, they 

applied composite regression kriging based on Additive Log-Ratio (alr) on the original values 

and achieved the sum of the particle size fractions 100% together at the end. Furthermore, 

ML algorithms are incapable of addressing these problems due to their inability to handle the 

spatial aspect of the data. Similarly, the complexity of ML models, often described as 'black 
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boxes,' poses challenges in their interpretation, particularly when it comes to incorporating 

spatial perspectives, as highlighted by Brenning (2022). 

Some ML models try to deal with multiple responses, which could show correlation, but these 

algorithms are not accepted yet. Geostatistics comes to help to take the spatial aspect of the 

data into account. Geostatistical approaches are widely employed in soil science, which has 

been completed by ML models in the past decade (Oliver, 1987; Heuvelink and Webster, 

2001; Szatmári et al. 2021; Steinbuch et al. 2022). Multivariate geostatistics is a proper 

approach to explicitly take the joint spatial variability by considering the spatial modeling of 

the variables. Furthermore, it exploits spatial interdependence to give coherent and even more 

precise spatial predictions for the soil property of interest (Goovaerts, 1997; Wackernagel, 

2003; Webster and Oliver, 2007). Multivariate geostatistics is also capable of modeling and 

quantifying the uncertainty related to a spatial prediction, which has become a prevalent 

demand in environmental modeling and mapping (Pásztor et al. 2016; Szatmári et al.2019). 

Applying both ML algorithms and multivariate geostatistics can take the merits of both 

approaches; 1.Modeling complex, non-linear relationship between the soil properties of 

interest and the environmental covariates, 2. Jointly modeling the stochastic part of the spatial 

variability of the soil properties of interest. 
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2. Aims and structure of the research 

My thesis aims to explore the extrapolation potential of soil property modeling and joint 

spatial modeling issues. In order to achieve this, the following detailed objectives will be 

pursued: 

1. Predict and map the spatial distribution of soil properties in two small-scale areas that 

have different physiographic conditions. 

2. Evaluate the potential and efficiency of different techniques in spatial predictions of 

soil properties. 

3. Select the best model with the highest accuracy and least error to extrapolate over the 

larger areas. 

4. Assess the possibility of extrapolation by AOA method and validate the results by 

samples taken from large areas. 

5. Estimate the similarity between two areas by different methods and evaluate if there 

is an agreement between these methods. 

6. Explore the possibility of predicting over an unknown area by available dataset. 

7. Predicting and mapping salt-affected soils (SAS) indicators by applying ensemble 

machine learning.  

8. Jointly modeling the prediction results with multivariate geostatistical techniques. 

9. Evaluation of SAS indicators at the field scale based on final maps. 

As part of my PhD research, I conducted three case studies to achieve my research objectives. 

The first case study focused on achieving objectives 1 to 4. This study comprised two phases, 

with the first phase involving the comparison of various ML models for the spatial prediction 

of soil properties. In the second phase, I evaluated the feasibility of extrapolating the trained 

model to larger areas. The study was conducted in small-scale areas of Látókép and Westsik, 

with extrapolation techniques applied to larger areas of Hajdúhát and Nyírség. The soil 

properties studied included soil organic carbon (SOC) content, bulk density (BD), SOC stock, 

soil pH, electrical conductivity (EC), and soil carbonates, with MLR, RF, ANN, and SVM 

used as the applied techniques. 
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The spatial variability of soil properties in Látókép and Westsik was attributed to topographic 

variability. It is important to note that the extrapolation was only applied to the arable lands 

of Hajdúhát and Nyírség, as the land use for smaller areas was limited to agricultural fields. 

In my second case study, I focused on achieving research objectives 5 and 6. The objective 

was to determine the potential for extrapolation in geographic space between two areas, based 

on the similarity of soil-forming factors. I hypothesized that the transferability of a model 

from a donor area to a recipient area depends on the similarity of soil-forming factors between 

the two areas. To accomplish these objectives, I employed four different methods to 

determine the potential for extrapolation, including similarity in soil types, homosoil 

approach, dissimilarity index by AOA, and QRF prediction interval width. The study was 

conducted in four African countries: Ethiopia, Kenya, Burkina Faso, and Nigeria, with soil 

properties of interest being SOC content, clay content, and soil pH. This project has been 

done with the help of colleagues in Wageningen University and Research and in Netherland. 

To achieve these objectives, I first measured the similarities by soil types and homosoil 

approach, and then trained a random forest (RF) model and extrapolated it to other areas. I 

also calculated the dissimilarity index by the AOA method and QRF prediction interval width, 

and finally validated the extrapolation results. The aim was to check for any agreement 

between different measures of extrapolation and actual cross-validation results. 

My third case study aimed to achieve research objectives 7 to 9, which addressed joint spatial 

modeling issues. Specifically, I focused on the spatial prediction of salt-affected soils (SAS) 

in an arable land located in Hungary. The goal was to identify locations with high salinity and 

generate a high-resolution map with acceptable accuracy for policy-making decisions. SAS 

indicators such as pH, electrical conductivity (EC), and sodium adsorption ratio (SAR) were 

used for the study. I hypothesized that there might be spatial interdependency and cross-

correlation between the SAS indicators. As such, the spatial distribution maps of the SAS 

indicators would be more accurate if we jointly modeled them. 

In the context of these three case studies, it is beneficial to mention relevant publications up 

to the date of defense. Here is a brief description of the publication: 

1. Case Study One: 
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 Hateffard Fatemeh, Szatmári Gábor, Novák Tibor József (2023): 

Applicability of machine learning models for predicting soil organic carbon 

content and bulk density under different soil conditions. Soil Science Annual 

(IF= 1.74, SJR = Q2) - Accepted manuscript. 

 Hateffard Fatemeh, Novák Tibor József (2021): Soil sampling design 

optimization by using conditioned Latin Hypercube sampling, Advances in 

Modeling Soil Systems, ISMC2021-35.  

 Hateffard Fatemeh, Lászlo Márta, Novák Tibor József (2022): 

Anthrosequence of soils on Aeolian Sand Dunes in Westsik's experimental 

field, Nyíregyháza, Hungary. Book: Soil Squences Atlas V, Publisher: 

Nicolaus Copernicus University Torun 

2. Case Study Two: 

 Hateffard Fatemeh, Luc Steinbuch, Gerard B.M. Heuvelink 

(2023): Evaluating the extrapolation potential of random forest digital soil 

mapping. Geoderma (IF = 7.422, SJR = Q1) - Under review. 

3. Case Study Three: 

 Hateffard Fatemeh, Balog Kitti, Tóth Tibor, Mészáros János, Árvai Mátyás, 

Kovács Zsófia Adrienn, Szűcs-Vásárhelyi Nóra, Koós Sándor, László Péter, 

Novák Tibor József, Pásztor László, Szatmári Gábor (2022): High-Resolution 

Mapping and Assessment of Salt-Affectedness on Arable Lands by the 

Combination of Ensemble Learning and Multivariate Geostatistics. 

Agronomy 12. 1858. (IF = 3.949, SJR = Q1).  

 Hateffard Fatemeh, Novák Tibor József, Szatmári Gábor (2021): Spatial 

prediction of soil pH using machine learning models in Látókép, Hungary, 

webGeoMATES.  
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3. Materials and Methods 

3.1. Study area 

3.1.1. Case study one  

Hajdúhát and Nyírség are two microregions in Hungary (Figure 1) which are located on the 

Great Hungarian Plain. Microregions are lower levels of the landscape system, which are 

more homogenous in terms of geomorphology and landform. Based on Hungary's landform 

element and geomorphic landscape maps, both areas have a flat landform type located on 

Pleistocene alluvial plains (Józsa and Fábián, 2016).  Later, during the late Pleistocene, they 

were partially or totally reshaped by aeolian processes, including sand and dust redeposition 

and loess deposition. They belong to the warm temperate, fully humid climate with warm 

summers (Kottek et al. 2006). 

The surface of Hajdúhát is covered by fertile loess and silt with chernozem soils, making it 

highly suitable for farming. The altitude differs from 83 to 155 m. The loess cover is 1 to 2.5 

meters deep. The southern part has the largest thickness values, which reaches a depth of 10-

15 meters (Kertész and Křeček, 2019).   

The surface of Nyírség was covered by wide flood plains and alluvial fans of the interfluves 

before, while later, it was mainly formed by wind-blown sand. In the late Pleniglacial period, 

there was a significant sand movement, and different sand forms developed in Nyírség. Sandy 

loess, loess-sand, and loess, with a depth of 4 m in some places, can all be found on the dune 

cover. These wind-blown sands are at high risk for wind erosion that is stabilized by planting 

acacias, fruit trees and tobacco (Kertész and Křeček, 2019). The altitude ranges from 86 to 

170 m in this area.   

Látókép is a long-term experimental station that was founded in 1983. It is located between 

47◦32′ 30′′ – 47◦33′ 44′′ N; 21◦26′ 15′′ – 21◦27′ 11′′ E in Hajdúhát microregion on a plain area 

(Figure 2). The main application of the 160 ha large area is for fertilization, cultivation, and 

irrigation experiments. The area has a flat topography with only small differences in 

elevation, which is between 111-114 meters (above sea level), and 0.5-1% is the average 

slope. The soil type is calcareous chernozem due to the mollic horizon in topsoil, with 

secondary carbonate accumulations. The soil is deep and well-aggregated.   
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Westsik Vilmos is a crop rotation experimental station covering 47 ha, established in 1929. 

It is located between 47◦59′ 21′′ – 47◦58′ 35′′ N; 21◦41′ 57′′ – 21◦42′ 18′′ E, in the Nyírség 

microregion (Figure 2). The station is known as a remarkable example of successive 

production in Hungary. It is utilized to investigate the effects of organic manure on soil 

properties and crop yields based on various cropping systems. Therefore, it can provide data 

for farmers regarding applications of green manure and fertilizers. Also, it provides useful 

plant and soil information regarding scientific research, which can be applied in soil quality 

management and sustainable production. The elevation is between 101-105 meters, on a 

slightly undulating sandy landscape, with a 1.5-5% average slope. The station intended to 

improve soil organic carbon and fertility due to sandy texture and poor aggregated soils.  

 

Figure 1. Study areas for case study one. The location of microregions in Hungary shown on 

Digital Elevation Model (DEM). Squares are the location of Látókép inside Hajdúhát 

microregion, and Westsik inside Nyírség microregion. The unit of measurement is in meters. 
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Figure 2. Study areas for case study one. Látókép and Westsik shown on Digital Elevation 

Model (DEM). The unit of measurement is in meters. 

3.1.2. Case study two (Selected African countries) 

Ethiopia, Kenya, Burkina Faso, and Nigeria were selected from African countries as our study 

area (Figure 3). The reasons for selecting these countries are: first, we wanted two countries 

with different similarity index; second, we required that each country has sufficient soil 

samples in the public database and has fairly good and uniform coverage of the whole country. 

Ethiopia and Kenya are in the eastern region, while Nigeria and Burkina Faso are in West 

Africa.  

Kenya has a varied climate, with dry conditions in the east and north and significant rainfall 

and humidity in the west. Ethiopia's climate also has a considerable regional climatic 

variation, but it is mainly tropical. The southeast and northeast, particularly the lowlands, are 

known for their warm desert environment; the highlands have humid subtropical and tropical 

savanna climates, mainly in the central and western parts of Ethiopia. The climate in Burkina 

Faso is mainly dry tropical with two distinctive seasons: short rainy and long dry seasons. 
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Nigeria has three distinct climate zones: tropical savanna in the north, arid and semi-arid 

desert in the center, and tropical rainforest and monsoon season in the south 

(https://climateknowledgeportal.worldbank.org).  

The highest mountains on the African continent are observed in Kenya and Ethiopia. Also, 

one of the lowest points in the African continent which is the Danakil Depression (125m 

below sea level) is located in Ethiopia. Therefore, the difference in elevation between highest 

and lowest point is vast.  In addition, Nigeria consists of highland and lowland in which the 

difference is about 3500 m. At the same time, in Burkina Faso the difference rarely reaches 

700 m and it’s relatively a flat country. The average elevation in Kenya, Ethiopia, Nigeria 

and Burkina Faso are 735, 626, 327 and 282 meters, respectively (https://en-gb.topographic-

map.com/maps). Regarding soil types based on WRB (World Reference Base for Soil 

Resources) classification (Fao. 2009; Anjos et al. 2015), Kenya has the most variety with 28 

different soil types, dominating weakly developed mineral soils with the accumulation of clay 

and sodium in some parts. Also, some small parts showed well-developed soil structures with 

high nutrient-holding capacity. In Ethiopia, around one-third of the soils are shallow over 

hard bedrock, especially in mountainous parts; in other areas, deep and well-developed soil 

structures with the accumulation of rich clay and iron are recognised. In northern Nigeria, 

easily erodible sandy soils are visible, where the low weathering rate limits soil formation, 

and in south, soils mainly developed from basic igneous parent rock, forming deep red soils 

with a well-developed structure and high productivity. Other parts of Nigeria have shallow, 

weakly developed soils and have low water and nutrient-holding capacity. There are only 12 

different soil types in Burkina Faso. Almost half of the country has soils with the 

accumulation of iron and manganese that develops mainly under the influence of 

groundwater. The other dominant soil types are slightly acid soils with clay-enriched subsoil. 

Depending on the type of clay, they have a different capacity to hold nutrients and water 

(Panagos et al. 2012; Jones et al. 2013).  

Ethiopia and Kenya have been recognized for the same soil moisture regime, Aridic, Ustic, 

and Udic, while Nigeria and Burkina Faso have the same moisture regime, Ustic. In terms of 

soil temperature regimes, Ethiopia and Kenya have isohyperthermic, isomegathermic, and 

https://en-gb.topographic-map.com/maps
https://en-gb.topographic-map.com/maps
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isothermic conditions. Burkina Faso is isomegathermic, and Nigeria is isohyperthermic, 

mainly a thermic regime with the above soil temperatures of 22 °C (Jones et al. 2013).  

 

Figure 3. Study areas for case study two. Ethiopia, Kenya, Nigeria and Burkina Faso shown 

on Digital Elevation Model (DEM). The unit of measurement is in meters. 

3.1.3. Case study three (Dunavecse) 

The study area is located between the corner coordinates of 46°55′16″ N, 19°01′37″ E, 46° 

55′17″ N, 19°02′12″ E, 46°55′55″ N, 19°01′41″ E, 46°55′49″ N, 19°02′12″ E, over 0.85 km2 

(Figure 4). The location for this plot is near Dunavecse, the Central part of Hungary and inside 

the microregion of “Solti-sík” (Dövényi et al. 2008). The study area, which has a quasi-

rectangular shape, is impacted by soil salinity and is currently being utilized for agricultural 

purposes. The mean annual temperature is 10.4–10.5 °C. The average annual precipitation in 

this microregion is between 530 and 550 mm, with significant spatial variability. Rainfall 

occurs especially in spring and summer, enhancing the movement of salts (Dövényi et al. 

2008). The crop rotation includes maize, sunflower, and barley, which produce reasonably 

good yields. This plot was ideal for the study since it has been consistently managed for the 

past 50 years, making gathering information about management and remote sensing data 

easier. 
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Figure 4. Study area for case study three. A plot near Dunavecse shown on Digital Elevation 

Model (DEM) and sampling points. The unit of measurement is in meters.  

3.2. Sampling design, field survey and sample analysis 

3.2.1. Case study one 

Since it is expected that there are relationships between environmental variables and soil 

properties, the appropriate sampling points are those that resemble the cumulative probability 

distribution of environmental variables reasonably. Therefore, before going to the field and 

collecting the samples, we designed the sampling points by the cLHS method for all four 

study areas. Based on the variability of environmental covariates in feature space, this method 

can efficiently cover the spatial variation of soil property of interest in study areas. The cLHS 

is a stratified random sampling design which attempts to ensure that the selected points are 

as uncorrelated and fill the space as good as possible (Brungard & Boettinger, 2010).  

The inputs of cLHS were the Landsat images (https://earthexplorer.usgs.gov/) and DEM 

derivatives as environmental covariates, including elevation, slope, topographic wetness 

index, relative slope position, LS factor (topographical factor, from the USLE (Universal Soil 

Loss Equation) soil erosion model), valley depth, the normalized difference vegetation index 

https://earthexplorer.usgs.gov/
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(NDVI) and Landsat 8 images Bands. Considering the size of areas, budget and time, thirty 

samples were selected for each study area. The sampling design for both areas were applied 

by the “clhs” package in R, which are presented in Figure 5 and 6.  After selecting the intended 

locations for each area, a field sampling campaign was conducted. Each point was sampled 

from the uppermost 10 cm of the surface in triplicates with metal cylinders (100 cm3) to 

measure bulk density (BD) and taken to the laboratory for further analysis. 

 

  

Figure 5. Determined sampling location for Látókép (left) and Hajdúhát (right) by cLHS 
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Figure 6. Determined sampling location for Westsik (left) and Nyírség (right) by cLHS 

In the laboratory, all the soil samples were oven-dried for at least 48 hours, crushed, sieved 

to a size particle smaller than 200 µm, filled in plastic bags (100 g) and kept at room 

temperature (Figure 7). Bulk density was calculated by dividing the weight of samples after 

drying in the oven by the bulk volume of the cylinder at field moisture. SOC content was 

measured by the wet oxidation method (Davies, 1974). Then, SOC stock was obtained by 

multiplying the SOC and bulk density and soil thickness which was 10 cm in our case. A 

standard glass electrode in the 1:2.5 soil-water suspension measured electrical conductivity 

and pH. Soil carbonate content was determined by volumetric Scheibler calcimeter method. 

Each measurement for each property was repeated three times.   
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Figure 7. Fieldwork, taking samples and laboratory measurements for soil organic carbon 

3.2.2. Case study two 

In this study, we used a publicly available dataset from the ISRIC Africa Soil Profiles (AfSP) 

database (https://www.isric.org/projects/africa-soil-profiles-database-afsp). Nearly 18,000 

soil profiles from multiple digital and analogue data sources, representing the major parts of 

Africa, are included in this database. pH(H2O), SOC and clay-content were selected as the 

target soil properties for modeling and mapping since these properties have a large enough 

sample size for all four countries. The chosen depth interval was 0 to 20 cm because we 

mainly focus on topsoil characteristics. 



33 

 

3.2.3. Case study three 

In this study, the sampling design followed a regular grid, selecting 85 soil locations at a 

distances of 100 m from each other. Samples were taken by soil tubes containing undisturbed 

soil from the surface to a depth of 1 m. However, in this study I only used data for the topsoil 

up to 30 cm in depth (0-30 cm).   

Samples were taken to the laboratory to measure SAS indicators, including pH, EC, and 

sodium adsorption ratio (SAR). pH and EC were measured in 1:2.5 soil-water suspension 

with a standard glass electrode. The concentrations of Na+ and Ca2+ +Mg2+ in the saturation 

extract of the soil is required to calculate SAR expressed in millie equivalents per liter 

measured. It should be noted that I did not take part in the fieldwork and laboratory 

measurements for this study. These were carried out by the colleagues of the Institute for Soil 

Sciences, Centre for Agricultural Research, in the framework of a project funded by NKFIH1.  

3.3. Environmental covariates 

A list of environmental covariates was applied for each of these studies; some of these 

covariates were calculated for three case studies, while others were specific to a particular 

case study, as presented in Table 1. All these covariates were selected based on the 

representation of soil-forming factors in related areas.  

In study one, since the goal is to extrapolate to arable lands, we extracted the arable lands of 

Hajdúhát and Nyírség using the CORINE land cover map of 2018 

(https://land.copernicus.eu/pan-european/corine-land-cover). 

In case studies one and three, climate and land cover are homogeneous over the study areas. 

Therefore, only factors representing topography, organisms and soil surface were taken as the 

main soil forming factors.  

For the first project, the source of DEM was EU-DEM in 30m resolution. EU-DEM is a 

hybrid product from the Shuttle Radar Topography Mission (SRTM) and ASTER DEM using 

a weighted averaging approach. Further details about EU-DEM can be found at the following 

                                                           
1 More details about the project: Title: Optimization of the large-scale mapping of salt-affected soils under 

different land uses, Grant number: K124290. 
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link (https://www.eea.europa.eu/data-and-maps/data/copernicus-land-monitoring-service-

eu-dem). For the second project, the source of the DEM was the SRTM digital elevation 

dataset 4 in 90m resolution (https://srtm.csi.cgiar.org/).  

DEM applied in case study three, was surveyed and generated using an unpiloted aerial 

vehicle (UAV) in a fully automatic flight mode above the study area. The survey was 

conducted in March 2019. The field had no vegetation cover, as it was prepared for corn 

planting, and there had been no previous cover crop. Therefore, the UAV survey was 

conducted over a bare soil field. In terms of geo-transformation accuracy, both the horizontal 

and vertical accuracies of the photogrammetric image block were found to be below 5 cm. 

This calculation was based on 4 independent checkpoints using a 5-fold permutation 

approach, utilizing the 14 original ground control points. 

The satellite images utilized for case study one were downloaded from the Landsat 8 satellite 

imagery source (https://earthexplorer.usgs.gov) in October 2019. This specific time frame 

was selected as it represented the most recent update accessible at that time and ensured the 

absence of vegetation cover. 

For the first case study, we extracted the Normalized Difference Vegetation Index (NDVI), 

Carbonate Normalized Ratio, and Clay Normalized Ratio from the Landsat 8 band images 

(John et al. 2020). These indices were derived using the following formulas: 

NDVI:  
NIR –  Red (5 − 4)

NIR +  Red (5 + 4)
 

 

Carbonate Normalized Ratio: 
Red –  Green (4 − 3) 

Red +  Green (4 + 3)
 

 

Clay (hydroxyls) Normalized Ratio:  

SWIR(a) –  SWIR(b) (6 − 7) 

SWIR(a) +  SWIR(b) (6 + 7)
 

For the third case study, various spectral salinity indices (SI) were extracted from Sentinel-2 

bands. One of these indices is SI-INDP, which is a salinity index derived from the Indo-Dutch 

Network Project (IDNP, 2002). Another index is SI-Aster, which is a salinity index derived 

https://www.eea.europa.eu/data-and-maps/data/copernicus-land-monitoring-service-eu-dem
https://www.eea.europa.eu/data-and-maps/data/copernicus-land-monitoring-service-eu-dem
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from ASTER (Bannari et al., 2008). Additionally, two intensity indices (Int 1, Int 2) were 

extracted to detect soil salinity levels. 

Various topographic factors were extracted from the DEM to characterize the landscape for 

all case studies. The slope represents the degree of steepness at a particular location, while 

the aspect indicates the direction in which the slope faces. Plan curvature and profile curvature 

describe the horizontal and vertical curvature of the land surface, respectively. The LS factor 

combines slope steepness and length to estimate soil erosion rates. Valley depth quantifies 

the depth of low-lying areas, while positive and negative openness assess the visibility and 

openness above and below a certain elevation. The topographic wetness index evaluates the 

potential wetness of an area based on slope and contributing area. The terrain ruggedness 

index measures the roughness or variability in elevation within a defined area. The 

multiresolution index of valley bottom flatness and multiresolution ridge top flatness analyze 

the flatness of valley bottoms and ridge tops at different resolutions. Relative slope position 

determines the location of a point relative to its surroundings on a slope. Roughness 

characterizes the irregularity in elevation within a specific area. Flow direction identifies the 

direction of water or fluid flow across the land surface, while catchment area defines the land 

area draining into a specific point or stream. Lastly, modified catchment area considers 

adjusted criteria for contributing land (Mulder et al. 2011).  

In the first and second case studies, the environmental covariates were calculated by me. 

However, in the third case study, colleagues at the Institute of Soil Science in Budapest 

calculated the environmental covariates. 

All covariates had a different resolution but were resampled and harmonized to the final 

spatial resolution, which was 30 m, 1 km and 2 m for studies 1,2 and 3, respectively.  

The DEM derivatives detailed in Table 1 were extracted using ArcGIS (http://www.esri.com) 

and SAGA GIS (Conard et al. 2015). All other covariate layers were introduced in R using 

the “raster” and “sp” package.  

Table 1. List of environmental covariates applied for each case study with their source and 

soil forming factor. 

Factor Environmental Covariate Case study Source 

Climate Annual mean temperature 2 

http://www.worldclim.com/version2
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Annual precipitation 

Annual mean cloud cover frequency 

Annual mean water vapor pressure 

Annual mean solar radiation 

Global Reference Evapotranspiration 

Temperature seasonality (Standard deviation * 

100) 

Precipitation seasonality 

Standard deviation of monthly water vapor 

pressure 

Standard deviation of monthly solar radiation 

Mean temperature of driest quarter 

Mean temperature of warmest quarter 

Precipitation of wettest month 

Precipitation of driest month 

Global Aridity Index 

Vegetation 

Normalized difference vegetation index 

(NDVI) 
1 Landsat 8 

Shannon ( Enhanced Vegetation Index ) 2 MODIS 

Soil adjusted vegetation index 

3 Sentinel-2 Normalized difference vegetation index 

Vegetation soil salinity index 

Topography 

Elevation 

1,2,3 

 
DEM 

Slope 

Aspect 

Plan curvature 

Profile curvature 

LS factor 

Valley depth 
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Positive openness 

Negative openness 

Topographic wetness index 

Terrain ruggedness Index 

Multiresolution index of valley bottom flatness 

Multiresolution ridge top flatness 

Relative slope position 

Roughness 

3 

 

Flow direction 

Catchment area 

Modified catchment area 

Mass balance index 

Soil surface 

Clay normalized ratio 
1 Landsat 8 

Carbonate normalized ratio 

MODIS RED long-term mean 

2 Modis 

MODIS NIR long-term mean 

MODIS Green long-term mean 

MODIS SWIR 1 long-term mean 

MODIS SWIR 2 long-term mean 

Brightness index  

3 Sentinel-2 

Normalized difference salinity index 

Salinity index (SI) 1-5 

Salinity ratio 

Visible infrared salinity index 

Green band 

Red band 

Near-infrared band 

Short-wave infrared-1 

Short-wave infrared-2 

SI1_IDNP 
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SI_ASTER 

INT 1 

INT 2 

 

3.4. Machine learning models and geostatistics  

Multiple linear regression (MLR) is one of the simplest regression techniques, which 

represents the linear relationship between several predictor variables and a continuous target 

variable (Andrews, 1974; James et al. 2013). Assumptions for MLR include 1) a linear 

relationship between the predictor and target variables, 2) normally distributed regression 

residuals, and 3) no correlation between predictor variables. There are no hyperparameters 

for MLR to adjust during training. MLR is often applied in spatial modeling and predictive 

mapping as a benchmark technique to compare with ML algorithms, which is expected to be 

the least accurate technique (Chagas et al. 2016). In reality, there is a correlation between 

different soil landscape elements, and this relation is not always linear (Forkuor et al. 2017). 

We compared MLR as a statistical approach with other ML models for the first case study in 

R software. 

Random Forest (RF) is a tree-based algorithm which employs many decision or regression 

trees during the training process. RF is the most popular ML algorithm in DSM for both 

classification and regression tasks (Breiman, 2001; Hengl et al. 2018).  

To reduce variance and improve the model's performance, RF employs bootstrap aggregation, 

also known as "bagging." The bootstrapping technique randomly chooses a collection of 

observations from the training dataset and then creates a decision tree linked to those selected 

observations. Instead of applying one decision tree, many trees in various classifiers for the 

given dataset are utilized by RF. Therefore, RF picks the prediction from each tree and, based 

on the majority votes of predictions, predicts the outcome (Ho, 1995). In most cases, two 

hyperparameters need to be fine-tuned to produce accurate results with RF; the number of 

decision trees “ntree” and number of covariates to split in each node for each decision tree 

“mtry”. There are several advantages to applying RF, including; being capable of working 

with high dimensionality and large datasets, preventing overfitting, handling missing values 
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in the dataset, requiring less training time, and finally, performing with high accuracy. We 

applied this model in R using the "randomForest" and "caret" packages for the first and third 

case studies. In the first case study, we utilized ntree = 50 and mtry = 6, as they demonstrated 

the best performance at these specific values. In the second case study, we set the 

hyperparameters to their default values. Specifically, ntree was set to 100, and mtry was 

determined by default as one of the following: 2, 19, or 35. These values corresponded to the 

minimum, mean, and maximum number of covariates, respectively. Each model at each 

scenario was assigned one of these values based on the best results it achieved. 

Artificial neural networks (ANNs) are another common algorithm in DSM that simulate 

biological neural networks (Behrens et al. 2005; Were et al. 2015). Information is transferred 

between neurons through multiple layers of the network. The network architecture is made 

up of many artificial neurons or processing elements connected by weights, which arrange 

layers and change parameters to learn from the data. Several ANN algorithms have been 

proposed; however, for this study, a feed-forward multilayer perceptron was chosen since it 

is the most frequently used type. The structure of this model consists of three layers: an input 

layer, one or more hidden layers, and an output layer. Each layer contains a collection of 

connected nodes (neurons) that function in parallel to convert the input data into output values 

(Lee and Evangelista, 2006; Ghaderi, 2019). The residual is calculated during the training 

stage by comparing the output with the input. After making adjustments to the connection 

weights and recalculating the residual, the algorithm goes back through the iterative 

propagation of errors. This procedure is repeated until the minimum residue is attained. 

Changing the number of neurons, the number of hidden layers, the number of iterations, and 

the training type are parts of hyperparameters that can optimize the model's performance 

(Khaledian and Miller, 2020). We applied this model in R using the "neuralnet" package for 

the first case study. In this study, a feedforward neural network with two hidden layers (with 

5 and 3 neurons, respectively) and a linear output layer was used. 

Support Vector Machine (SVM) is a supervised learning model that has recently become 

more widely used in DSM (Kovačević et al. 2010; Were et al. 2015). For both linear and non-

linear patterns, SVM categorizes the data using the best separating hyperplane. SVM keeps 

track of all covariates in order to separate or fit data linearly while defining a maximum 



40 

 

margin using support vectors, which are the observations. The margin is the separation 

between the decision surface and any observation, which is as far away as possible. 

Additionally, to address non-linear issues, this method uses kernel functions to map the non-

linear correlation between features and high dimensional space (Gunn, 1998).  

Cost (C) and gamma (γ) are two parameters in this model that have a significant impact on 

model performance (Tang et al., 2020). We utilized the "e1071" package in R to implement 

this model for the first case study. This package provides a function called "tune" that enables 

the exploration of various combinations of hyperparameters and evaluation of their 

performance. In the first case study, we defined ranges of possible values for these 

hyperparameters as cost = c(0.1, 1, 10) and gamma = c(0.5, 1, 2) for each property. The best 

values of cost and gamma for each property were determined and used to train the model. 

We used the ensemble method for the third case study to model each SAS indicator. The 

ensemble consisted of five base learners; RF, SVM, ANN (which was explained above), and 

two more learners, including Extreme Gradient Boosting (XGBoost) and Generalized Linear 

Models with Lasso or Elastic Net Regularization (GLM).  

XGBoost is a tree-based ML algorithm that performs based on the prediction error of the 

previous trees. This model can create more reliable and higher predictions by modifying and 

introducing a more precise approximation to the gradient boosting framework (Chen and 

Guestrin, 2016).   

GLM technique is a generalized version of the linear regression model, the simplest and 

easiest predictive approach, as we described earlier. The difference between this model with 

MLR is computing the lasso or elastic-net penalty at a grid of values that can efficiently 

handle the cross-correlation between covariates and non-linearity (Friedman et al. 2010).  

We applied the SuperLearner method using the "Landmap" package to stack all single 

learners. SuperLearner is an algorithm that applies cross-validation to evaluate how well one 

model, several models, or even the same model with various settings will perform. The model 

has been found to enhance prediction performance compared to using a single base learner 

when applied to various problems (Van der Laan et al. 2007).  

To further clarify how the stacking of individual learners was accomplished, we utilized the 

comprehensive capabilities provided by the "Landmap" package. This package serves as a 
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fully automated benchmarking tool for predictive mapping tasks, offering a series of 

integrated steps from data preprocessing to model fitting, hyperparameter optimization, and 

validation with uncertainty assessment (Hengl et al., 2022). Within this package, the 

SuperLearner method leverages these functionalities to stack the individual learners 

effectively. It overlays the observations and covariates, performs feature selection, and fits 

each single learner model. It then combines the predictions from these models using an 

optimized approach to minimize the mean squared error. By stacking all the individual 

learners, it is ensure the integration of the strengths of each learner, resulting in enhanced 

prediction accuracy. 

Multivariate geostatistics, namely regression cokriging (Stein and Corsten, 1991; Szatmári et 

al, 2020) combined with SuperLearner method as an ensemble of ML algorithms to predict 

the spatial pattern of SAS indicators in a salt-affected area. Since the indicators can be 

spatially interdependent or cross-correlated, it is preferable to model their spatial distribution 

jointly.  

 The following model describes the spatial variations in the SAS indicators, which are 

frequently applied in both DSM (Mcbratney et al. 2003) and multivariate geostatistical 

modeling (Wackernagel et al. 2003):  

                                          𝑍(𝑢) = 𝑚(𝑢) + 𝜀(𝑢)                                           (1) 

where Z(u)= vector of the SAS indicators, 

m(u)= vector of the deterministic component representing the spatial variations in the SAS 

indicators that can be described from the environmental covariates, 

 ε(u)= vector of the stochastic residuals that can be spatially correlated and cross-correlated,  

 u = vector of the geographical coordinates.  

The variables must follow a normal distribution in applying kriging algorithms. Therefore, 

we normalized the variables in this study by normal score transformation for those that had 

non-normal distribution (Goovaerts, 1997).  

Ensemble predictions for SAS indicators (pH, EC, and SAR) were taken to be the “m” in 

equation (1). Then, we computed the residuals by subtracting the ensemble predictions from 

the observed values for each SAS indicator at each sampling point in order to perform 

multivariate geostatistical modeling of “ε” in Equation (1). Afterwards, the variograms and 
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cross-variograms from the residuals were calculated, and a linear model of coregionalization 

(LMC) was fitted to make sure that the model was statistically valid (Goovaerts, 1997). 

We also quantified the prediction uncertainty by compiling a 90% prediction interval for each 

SAS indicator. This can be achieved by adding and subtracting 1.64 times the kriging standard 

deviation from the prediction provided by regression cokriging. In the end, we transformed 

back the results for each SAS indicator that were normalized previously.  

3.5. Similarity between study areas 

The four selected countries of Africa (case study two) should be checked regarding 

similarities of soil forming factors. In our study, we used the homosoil approach to assess the 

similarity between two locations. This methodology, developed by Mallavan et al. (2010), 

utilizes Gower's similarity index to determine the similarity between environmental 

covariates in the donor and recipient areas. Gower's similarity index is a statistical measure 

that determines the similarity between two objects based on their attributes. The index ranges 

between 0 and 1, with higher values indicating greater similarity (Gower, 1971). In the 

homosoil approach, calculation of Gower's similarity index involves three hierarchical steps; 

first, by choosing areas with similar climate conditions that have a similarity index larger than 

0.85 (homoclimes); second, by selecting through all homoclimes the areas that have similar 

lithological classes (homoliths); and third, selecting areas with same topography condition 

from all homoliths areas (homotop). This can be done for any location in the world by the 

global-scale spatial database for climate, topography, and lithology covariates prepared by 

Mallavan et al. (2010). We assumed that if two locations are similar regarding these three 

factors, then they probably have similar soils.  

Thus, we used this method to identify similarities in soil-forming factors between the donor 

and recipient countries. Then, we defined and computed the "homosoil fraction", which is the 

fraction of the recipient's surface, which is homosoil to at least one location in the donor 

country.  

At the same time, taking into account the pedological knowledge about the soil types also can 

be an effective tool in detecting similar soils since a certain set of features form a unique soil 

type (Blum et al. 2017). Therefore, the main soil types in each country based on WRB 
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classification were extracted from Soil Atlas of Africa (Panagos et al. 2012; Jones et al., 

2013). Then, to quantify the similarity between the different soil types, we used the Jaccard 

measure of similarity, a statistical measure commonly used to assess the similarity of two or 

more sets of data (Awad and Khanna, 2015). The Jaccard measure was calculated based on 

the coverage of each soil type in each country, allowing us to identify regions with similar 

soil types. 

Another approach to see how different a new location in the recipient area is from the 

locations in the donor area is the dissimilarity index (DI) of the covariates. DI can be 

calculated by the AOA function implemented in the CAST package (CAST: Caret 

Applications for Spatio-Temporal models) in R. This method needs two datasets; one contains 

training data (soil samples and environmental covariates) in the donor area, and the second 

contains new locations in the recipient area (environmental covariates). DI is a unitless index 

that estimates the minimum Euclidean distance of the closest training data point to the average 

of the distances in the training data. 

DI values range from 0 to infinity, where 0 indicates that the new location has the same 

covariates as the training data point in the model, and an increase in DI corresponds to an 

increased distance from the nearest training data point. The other byproduct of this function 

is the AOA layer which derives based on identifying a threshold. AOA has only two values; 

0 and 1, where 0 represents a new location outside of AOA, and one represents the point 

inside the AOA.  

The training samples are represented in a covariate space with multiple dimensions. Prior to 

analysis, the covariates are appropriately scaled and weighted. Initially, the average distance 

between all training data points is computed. Subsequently, for each training data point the 

distance to the nearest training data point outside of the same cross-validation fold is 

evaluated (assuming a threefold cross-validation in the visualization). This distance is then 

divided by the average distance between all training data points to obtain the DI. The DI is 

calculated for each training data point, and the threshold for the AOA is established using the 

upper whisker of the DI values presented in a boxplot. When dealing with a new data point, 

the DI is computed accordingly, and if DI is lower than the threshold, the point will fall inside 
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AOA, and if it is larger than the threshold, the point will be outside of AOA (Meyer and 

Pebesma, 2021).  

Uncertainty of prediction in the second case study was done by quantile regression forest 

(QRF). A 90% prediction interval width (PIW) was computed from the difference between 

0.95 (upper) and 0.05 (lower) quantiles. By applying this method, we can check if it agrees 

with the locations determined by AOA.  

3.6. Validation  

For the first phase of the first case study, the goal is to compare the capability of ML 

algorithms in the spatial prediction of soil properties. The validation strategy was based on 

splitting the dataset into train and test, in which 70% of the data were used for training and 

30% for testing the model. The validation metrics for both study areas (Látókép and Westsik) 

were the determination coefficient (R-square), and root mean square error (RMSE). After 

selecting the best model with the highest accuracy and least error, validation for the second 

phase was done based on cross-validation to take all observations in the training dataset. Also, 

to ensure that model did not over fit and improve model performance, we trained the model 

with feature forward selection by “cast” package in R.  

Also, cross-validation was employed for the second and third case studies to evaluate and 

compare the spatial prediction performance using 10-fold. In this method, the dataset was 

randomly split into ten folds of the same size. Each time nine-fold was used for calibration 

and one-fold for validation, and this process was iterated ten times until all these ten-fold 

were taken in the validation set.  

Mean error (ME), RMSE, Lin’s concordance correlation coefficient (CCC) (Lin, 1989), and 

model efficiency coefficient (MEC) (Nash, J. E., & Sutcliffe, 1970) are the four validation 

metrics that were calculated between observations and predictions as follows; 

                                   𝑀𝐸 =
1

𝑛
∑ (𝑃𝑖 − 𝑂𝑖)

𝑛
𝑖=1                                                            (2) 

 

                                    𝑅𝑀𝑆𝐸 = √
∑ (𝑃𝑖−𝑂𝑖)2𝑛

𝑖=1

𝑛
                                                           (3) 

 



45 

 

                                    𝑀𝐸𝐶 =  1 −
∑ (𝑂𝑖− 𝑃𝑖)2𝑛

𝑖=1

∑ (𝑂𝑖− �̅�)2𝑛
𝑖=1

                                                       (4) 

 

                       𝐶𝐶𝐶 =  
2 ∑ (𝑂𝑖− �̅�)(𝑃𝑖− �̅�)𝑛

𝑖=1

∑ (𝑂𝑖− �̅�)2𝑛
𝑖=1 +∑ (𝑃𝑖− �̅�)2+𝑛(�̅�− �̅� )2𝑛

𝑖=1

                                          (5) 

where Oi and Pi are the observations and predictions for the location i, respectively, and  

�̅� and  �̅� are the mean of the predictions and observations. 

To assess the effectiveness of uncertainty quantifications, accuracy plots and G statistics were 

utilized. An accuracy plot, or prediction interval coverage probability plot, is based on the 

idea that if an uncertainty quantification provides a prediction interval with a specified width 

(e.g. 90%), then it is expected that 90% of the observations from the validation dataset should 

fall within this interval. This concept can be applied to symmetric prediction intervals of any 

width. As a result, an accuracy plot can visually display the proportion of observations from 

the validation dataset that falls within symmetric prediction intervals of different sizes. A 

perfectly accurate plot would ideally align with the y=x line, and the G statistics can be used 

to determine how closely the accuracy plot fits this line: 

                                                𝐺 =  1 −  ∫ |𝜉(𝑝) − 𝑝|𝑑𝑝 
1

0
                                                 (6) 

where the proportion of observations (represented by 𝜉(p)) and the width of the prediction 

interval (represented by p). The ideal outcome is a G statistics value of 1. 

3.7. Workflow of case studies 

We summarized the methodology taken for three case studies as a workflow in Figure 8. For 

case study one, sampling design was done by cLHS. Thirty samples were collected from the 

surface of the Látókép, Westsik, Hajdúhát and Nyírség study areas. Samples were taken to 

the laboratory and soil properties including bulk density, soil organic carbon, pH, EC and 

carbonate were measured. First, we trained four models (MLR, RF, ANN, SVM) for Látókép 

and Westsik and the best model was chosen. We fine-tuned the model and applied the trained 

model of Látókép to extrapolate over Hajdúhát and the trained model of Westsik to 

extrapolate over Nyírség. Also the AOA was applied over these areas. We validated the points 

in Hajdúhát and Nyírség with samples taken from there.  
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For case study two, the data for four African countries including Ethiopia, Kenya, Burkina 

Faso, and Nigeria were extracted from publicly available dataset. First, we trained the RF 

model for each country and each property with default hyperparameters values, and predicted 

that country and the other three countries each time. Therefore, we had 12 scenarios. We 

checked how similar they are in terms of soil types, soil forming factors by homosoil 

approach, and dissimilarity index by AOA.  Quantile regression forest (QRF) was applied to 

check which locations have high uncertainty. We validated the prediction points by 

observation in each country.  

For the third study: an ensemble modeling approach was used with five individual models 

(RF, XGboost, SVM, ANN, and GLM) on three indicators of salt-affected soils. We applied 

the SuperLearner method to stack all single learners. Regression co-kriging was performed 

on the stochastic residuals obtained from the ML model. Afterwards, the variograms and 

cross-variograms from the residuals were calculated, and a linear model of coregionalization 

(LMC) was fitted. The prediction uncertainty was quantified by compiling a 90% prediction 

interval for each SAS indicator.  

 

Figure 8. Workflow of the methods and approaches for the three case studies. 

4. Results  

4.1. Case study one 

Soil surface characteristics and taxonomic position of soil show remarkable differences 

between Látókép and Westsik. The summary statistics of soil properties for both areas are 
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presented in Table 2 and 3. The average SOC concentration of surface samples was almost 

two times higher in Látókép, with a remarkably smaller standard deviation than in Westsik. 

The bulk density of surface soil samples is slightly higher in Westsik due to the sandy texture. 

However, standard deviations are pretty similar in both sites, thanks to the similar techniques 

applied in plowing. Both areas have normal EC and pH values. 

The carbonate content of the surface in Westsik was almost triple that in Látókép. The texture 

of surface soil samples in Látókép was silt loam in all samples. In contrast, the texture of the 

Westsik site has wider variability from loamy sand to sandy loam at the surface, but also to 

sandy clay loam and clay loam in deeper soil horizons. Additional information on soil 

classification from our previous study is also presented in Table 4 (Hateffard et al. 2022). Soil 

profile classification showed higher soil variability in the Westsik station. The soil profiles in 

Látókép belonged to Chernozems and Kastanozems, and soils in the Westsik were classified 

into Arenosols, Phaeozems and Gleysols.  

In Látókép, soil spatial variability was in the aggregation type and topsoil horizon, 

distinguishing the Kastanozems with coarse aggregates (medium subangular blocky) from 

the Chernozems with fine subangular blocky structure. At the level of the qualifiers, the 

vertical position and development of secondary carbonate accumulation (Endocalcic-

Amphicalcic, or just protocalcic properties, therefore Haplic), and the thickness of the humus 

horizon (Pachic, >50 cm) showed differences. In Westsik station, based on the higher organic 

content of topsoil, darker color and well-developed aggregates sites were classified as 

Phaeozems, contrary to poor-developed surface horizons with paler color at elevated 

locations classified as Brunic Arenosols. The darkest surface colors showed the Chernic 

Gleysols connected with the deepest landforms. 

Table 2. Summary statistics of soil properties in Látókép  
Property Unit Min Max Mean SD 

SOC % 1.29 2.33 1.76  0.24 

BD g/cm3 1.12 1.46 1.28 0.10 

SOC stock ton/ha  16.71 31.72 22.60 3.11 

pH - 5.36 8.13 6.52 0.66 

EC dS/m 0.05 0.63 0.21 0.16 

Carbonate % 2.32 7.35 3.25 1.06 

 

Table 3. Summary statistics of soil properties in Westsik 
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Property Unit Min Max Mean SD 

SOC % 0.29 4.15 0.91 0.40 

BD g/cm3 1.15 1.56 1.38 0.09 

SOC stock ton/ha 4.56 22.9 11.07 5.32 

pH - 4.59 8.26 6.66 1.36 

EC dS/m 0.02 0.33  0.15 0.10 

Carbonate % 2.57 30.2 8.34 6.46 

 

 

Table 4. Soil classification according to WRB (2015) of representative soil profiles in 

Látókép and Westsik stations (Hateffard et al. 2022) 

 

4.1.2. Variable importance in Látókép and Westsik 

After training the RF model, the variable importance for each soil property in Látókép and 

Westsik are presented in Figures 9 and 10. In Látókép, plan curvature and valley depth were 

the most important variables in the spatial variation of SOC and SOC stock. Multiresolution 

index of ridge top flatness, elevation and NDVI in determining BD, profile curvature and 

NDVI in determining carbonates play more important roles. Negative openness and clay 

index are the most influential in the spatial variation of pH, while plan curvature has a minor 

effect. Also, for EC prediction, multiresolution index of ridge top flatness and slope are the 

most important ones. The topographic wetness index has less power in this area to predict the 

spatial variation of bulk density, EC and carbonates, despite pH and SOC, which ranked 
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fourth and fifth, respectively. In Westsik, the most influential variable in determining the 

spatial variation of soil properties is NDVI (Figure 10). Other parameters have poor effects 

on the explanation of soil properties. Only for prediction of bulk density, elevation and 

carbonate index showed a significant contribution. Some predictors such as multiresolution 

index of ridge top flatness, aspect, valley depth, and deviation from mean value have fruitless 

effect. 

 

 

Figure 9. Variable importance based on RF for each properties in Látókép. Abbreviations: 

hcurv and vcurve: plan and profile curvature, ls: ls-factor, opennessp and opennessn: 

positive and negative openness, tri: terrain ruggedness index, vbf: multiresolution index of 

valley bottom flatness, rtf: multiresolution index of ridge top flatness, twi: topographic 
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wetness index, vdepth: valley depth, devmean: deviation from mean value, carbonate: 

carbonate normalized ratio, NDVI: normalized difference vegetation index 

 

 

 

Figure 10. Variable importance based on RF for each property in Westsik, same abbreviation 

in Figure 9. 

4.1.3. Comparison of machine learning models 

In the first phase of Case study 1, the data was split into training and test sets. The score on 

the validation metrics for each ML model are presented in Table 5 and 6. The proposed ML 

algorithms showed different capabilities to predict soil properties at unsampled locations. 

MLR, applied in this study as a benchmarking approach, showed the highest R2 with the least 

RMSE in the training dataset and unsatisfactory performance in the test dataset.  
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In Látókép (Table 5), the second-highest accuracy for training was ANN for these soil 

properties; BD (R2 = 0.94), pH (R2 =0.91), EC (R2 =0.97) and carbonate (R2 =0.97), except 

SOC (R2 =0.51) and SOC stock (R2 =0.14). RF, followed by SVM for SOC (R2 =0.81, 0.61) 

and SOC stock (R2 =0.90, 0.77), respectively, performed better in training the model than 

ANN. Also, considering RMSE, ANN performs the worst in SOC and SOC stock, while 

MLR, RF, and SVM values are in the same range. For other properties, the training results 

for RF were around R2 = 0.7 ~ 0.9, and for SVM were between R2 = 0.3 ~ 0.7. 

Assessing how well these models functioned with the test dataset, RF outperformed other 

models by delivering around 80 % of all soil properties variability except soil carbonate, 

which was around 55 %. Appealingly, the R2 values for ANN were negative in most cases 

except in EC. It means that ANN performed even worse than if we only took the average of 

the target values as our predictions. In the case of EC, ANN has R2 and RMSE 0.51 and 0.12, 

which is acceptable. In addition, the best performance of SVM is related to soil pH, which 

explains 33 % spatial variability with RMSE 0.34, while the results showed negative values 

for EC predicted by SVM. In the prediction of SOC stock by SVM, the R2 is almost equal to 

zero, which means the same results when considering only the average of target values.  

Table 5. Summary of ML algorithms on the train and test datasets in Látókép.  

Train Dataset 

Model 
BD SOC SOC stock pH EC Carbonate 

R2
 RMSE R2 RMSE R2 RMSE R2 RMSE R2 RMSE R2 RMSE 

MLR 0.99 0.01 0.95 0.05 0.96 0.69 0.94 0.16 0.93 0.04 0.94 0.28 

RF 0.80 0.05 0.81 0.10 0.90 1.04 0.87 0.25 0.77 0.07 0.80 0.53 

ANN 0.94 0.03 0.51 0.30 0.14 3.10 0.91 0.20 0.97 0.02 0.96 0.21 

SVM 0.61 0.07 0.68 0.14 0.77 1.58 0.88 0.24 0.35 0.12 0.66 0.69 

Test Dataset 

MLR 0.06 0.86 0.05 0.56 0.04 4.36 0.01 1.27 0.01 0.38 0.03 1.50 

RF 0.89 0.04 0.82 0.10 0.88 0.74 0.81 0.12 0.81 0.07 0.55 0.16 

ANN -0.75 0.14 -0.46 0.30 -0.27 2.43 -0.33 0.35 0.51 0.12 -0.7 0.31 

SVM 0.19 0.11 0.27 0.26 0.09 2.05 0.33 0.34 -0.15 0.18 0.11 0.37 

 

The results for Westsik (Table 6) in the training dataset showed that MLR has the highest R2, 

followed by RF for some properties and ANN for others. Similar results were obtained 

between ANN, RF and SVM for training soil carbonates and pH, in which R2 were more than 
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90% in all cases. The R2 values indicate that the RF, SVM and ANN models deliver 85%, 

74% and 45% of SOC stock variability, respectively.  In calibrating the model for BD and 

EC, the results for RF and ANN showed a similar ability to predict (R2 ~ 0.7 and RMSE ~ 

0.04 for BD, R2 ~ 0.9 and RMSE ~ 0.02 for EC).  

Likewise, the RF technique performed more effectively and achieved the best R2 (0.8) and 

the least RMSE for all soil properties in the test dataset. The SVM model for some properties, 

such as BD and SOC stock, could not predict better than the mean dataset. At the same time, 

it performed sufficiently for other properties as the R2 for SOC, pH, EC and carbonate were 

0.30, 0.42, 0.35 and 0.4, respectively. Also, ANN showed a negative R square and high 

RMSE for BD, SOC stock, EC and carbonates while well-performed for spatial prediction of 

soil pH delivering around 40 %. 

Table 6. Summary of the ML algorithms on the train and test datasets in Westsik. 

Train Dataset 

Model 
BD SOC SOC stock pH EC Carbonate 

R2 RMSE R2 RMSE R2 RMSE R2 RMSE R2 RMSE R2 RMSE 

MLR 0.97 0.02 0.99 0.03 0.93 1.23 0.99 0.11 0.98 0.01 0.98 0.46 

RF 0.79 0.04 0.88 0.29 0.85 1.83 0.95 0.27 0.92 0.02 0.94 0.96 

ANN 0.76 0.04 0.99 0.04 0.45 5.78 0.98 0.13 0.94 0.02 0.97 0.68 

SVM 0.59 0.06 0.52 0.58 0.74 2.45 0.93 0.34 0.85 0.03 0.94 1.58 

Test Dataset 

MLR 0.24 0.52 0.02 1.86 0.14 20.96 0.05 1.74 0.04 0.16 0.06 10.57 

RF 0.82 0.05 0.80 0.17 0.86 2.12 0.86 0.47 0.93 0.02 0.89 1.82 

ANN -0.17 0.12 0.21 0.33 -0.74 7.36 0.39 1.0 -0.31 0.1 -0.24 6.21 

SVM 0.01 0.11 0.30 0.31 0.02 5.53 0.42 0.97 0.35 0.07 0.4 5.46 

 

The spatial prediction maps for each property in Látókép and Westsik are presented in Figures 

11 and 12. In both areas, RF demonstrated more detailed information on the spatial 

distribution of soil properties. As we can see, the prediction range for MLR in all soil 

properties was too extensive, and even some properties delivered negative values, which is 

unrealistic. For example, SOC and BD were negative values, which is impossible. ANN and 

SVM could explain the general pattern for each study area and have worthy information. 

Based on RF maps, the southern part of Látókép depicted higher organic carbon and bulk 

density and small patches of high carbonates with pH values over 7.5. In Westsik, the eastern 
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parts of the station revealed lower SOC and SOC stock with less pH, EC and Carbonate 

values. 

 

 

Figure 11. Final maps predicted by each model in Látókép. 
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Figure 11 (continue). Final maps predicted by each model in Látókép. 
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Figure 12. Final maps predicted by each model in Westsik. 
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Figure 12 (continue). Final maps predicted by each model in Westsik. 

4.1.4. Extrapolation and Area of Applicability 

The prediction results for both areas, Látókép and Westsik, confirmed that RF outperformed 

other ML algorithms. Therefore, RF with feature selection is employed to train the model in 

Látókép for extrapolation purposes over Hajdúhát, and in Westsik for extrapolation over 

Nyírség. In addition, the AOA method was also applied for each area based on the trained 

model. A summary of dissimilarity index values for each property is presented in Tables 7 

and 8. DI can take values from 0 to infinity. Hence, the minimum for all DI layers is zero. 

Increasing the DI values means the diversity between environmental covariates in donor and 

recipient areas increases. The DI values are over threshold (threshold is calculated as the 



57 

 

upper whisker of DI values, as explained in section 3.5) placed outside of the applicability 

area.  The prediction maps for each property masked by the deriving area of applicability are 

presented in Figures 13 and 14. The gray areas in each map show the areas that are outside of 

AOA. As we can see in Tables 7 and 8, each property, depending on their relation with 

environmental covariates in the area, has different values of DI, showing different possible 

areas to extrapolate.  

In Hajdúhát, the maximum DI between soil properties has been recognized for soil carbonates 

(DI = 102.5), while the least is related to SOC (1.04). Other properties such as BD, SOC stock 

and EC have maximum DI of around 11, while soil pH has a higher value (16.62). 

Extrapolating the ML model to another area will function well when the DI values get close 

to zero. The spatial average of DI for BD (0.22) and carbonate (0.2) are lower than other 

properties, while SOC stock is highest (0.48). The threshold calculated in soil EC is larger 

than others (2.43). The prediction map (Figure 13) for SOC showed that some areas of the 

southern part are outside of AOA. For BD, pH and Carbonate, these values are small patches 

the size of two or more pixels, which might not be visible in these figures. However, there 

are large areas in the northern part of Hajdúhát, which are too different from what the trained 

model for SOC stock and EC in Látókép has seen.  

Table 7. Summary of  spatial dissimilarity index values for Hajdúhát  

Property Mean Max Threshold 

SOC 0.28 1.04 0.67 

BD 0.22 11.44 0.51 

SOC stock 0.48 11.74 1.48 

pH 0.40 16.62 0.78 

EC 0.45 10.79 2.43 

Carbonate 0.2 102.5 0.43 

 

Assessing the dissimilarity between environmental covariates in Westsik and Nyírség (Table 

8), the spatial average of BD (19.52) is significantly higher than others, around 0.1 ~ 0.2. The 

highest dissimilarity also is discovered in BD (Max= 46.4), while the highest identicality to 

the donor area is related to soil EC (Max= 2.43).  

The spatial prediction map for BD demonstrated that large parts of the area are outside of 

AOA and only a few parts of the southern parts are within AOA. The spatial predictions for 
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other properties are generally located inside AOA, meaning it is possible to extrapolate over 

these areas except for a few small patches (Figure 14).  

Table 8.Summary of spatial dissimilarity index values Nyírség 

Property Mean Max Threshold 

SOC 0.12 9.11 0.28 

BD 19.52 46.4 26.4 

SOC stock 0.11 6.99 0.25 

pH 0.22 7.50 0.53 

EC 0.14 2.43 0.34 

Carbonate 0.16 3.77 0.29 

 

After extrapolating over Hajdúhát and Nyírség, the predictions were validated based on 

sampling taken from these areas. The sampling collection was done before applying any 

model. Therefore, those points that fell outside of AOA were excluded from validation. For 

each area, 30 points were collected.  The results of validation of the points inside and outside 

of AOA are briefed in Tables 9 and 10. We do not expect a large error for points outside of 

AOA since the number of samples to validate might be few. The ME values should generally 

be near zero; otherwise, the measurements would be biased. In Hajdúhát (Table 9), the ME 

values for the prediction of SOC, BD and EC inside the AOA are unbiased. Their prediction 

outside of AOA mainly remained the same. For soil carbonate, the ME is =0.82, which is 

biased, and considering the RMSE (1.17), the contribution of systematic error in predictions 

is considerable. Therefore, the predictions might have high errors, although all the points fell 

inside the AOA by chance.  
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Figure 13. The predictions masked by the derived area of applicability for Hajdúhát, where 

the areas outside the area of applicability are shown in gray. Also, the location of sampling 

points for validation are presented. The unit for each soil property is the same with Figure 

11.  

When AOA applied for SOC stock, one-third of the sampling points fell outside applicable 

areas. By checking the validation inside and outside of AOA for SOC stock, it is visible that 

the ME (-4.83) and RMSE (6.59) significantly increase outside of AOA compared to the 

values inside AOA (ME = -0.23 and RMSE = 2.41). The soil pH validation metric showed 

that the points inside AOA, which are 26, are overestimated (ME = 0.40), while those outside 

AOA are underestimated (ME = -0.40).  
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Figure 14. The predictions masked by the derived area of applicability for Nyírség, where the 

areas outside the area of applicability are shown in gray. Also, the location of sampling points 

for validation are presented. The unit for each soil property is the same with Figure 12.  

 

Table 9. Validate the results with samples taken from Hajdúhát; N means the number of 

points fell within AOA. 

Property Inside AOA Outside AOA N 

ME MAE RMSE ME MAE RMSE 

SOC -0.05 0.32 0.24 -0.08 0.22 0.46 20 

BD -0.02 0.07 0.08 -0.05 0.07 0.09 25 

SOC 

stock 

-0.23 2.08 2.41 -4.83 5.63 6.59 21 

pH 0.40 0.74 0.89 -0.40 0.88 0.98 26 

EC 0.008 0.11 0.12 0.09 0.02 0.15 16 

Carbonate 0.82 0.83 1.17 - - - 30 
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In validating extrapolation results with Nyírség sampling (Table 10), the ME values for SOC 

and points inside BD are close to zero. The results for BD are only for 3 points because most 

of the parts in this area are outside AOA. The results for SOC stock showed a considerable 

error when extrapolating the points outside of AOA, in which RMSE increased from 

9.14(inside) to 13.19(outside). Soil pH and EC sampling points fell inside AOA; therefore, 

there is no information to see how it changes the error outside of AOA. Still, the ME and 

RMSE values for soil pH are -1.0 and 1.62, indicating a larger systematic error. By comparing 

the validation for soil carbonate, it can be shown that the outside values for the ME (-6.18) 

and RMSE (16.23) are much higher than the inside values. 

Table 10. Validate the results with samples taken from Nyírség; N means the number of points 

fell within AOA.  

Property Inside AOA Outside AOA N 

ME MAE RMSE ME MAE RMSE 

SOC 0.03 0.6 0.78 - - - 30 

BD 0.005 0.09 0.1 -0.02 0.09 0.1 3 

SOC stock 0.13 7.05 9.14 -0.1 12.67 13.19 27 

pH -1.0 1.30 1.62 - - - 30 

EC -0.11 0.12 0.14 - - - 30 

Carbonate -1.2 6.89 10.91 -6.18 6.18 16.23 28 

4.2. Case study two 

The observations from the AfSP database were extracted for the three soil properties of 

Kenya, Ethiopia, Nigeria and Burkina Faso for the depth interval 0-20 cm from the surface. 

Their summary statistics are presented in Table 11.  

Table 11. Summary statistics of selected countries observations of three soil properties. SD 

is standard deviation and n is number of observations. The unit for Clay is g/100g and for 

SOC is g/kg. 
 

Country Variable Min Mean Max SD N 

Kenya Clay 0 37.7 88 19.6 400 

SOC 0.3 14.4 360 19.2 848 

pH 4 7 11 1.2 845 

Ethiopia Clay 2 35.4 90 17.3 1082 

SOC 0.6 24.4 251 23.6 1661 
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pH 4 7 9.9 1.1 1710 

Nigeria Clay 0 20.2 84 18.9 1074 

SOC 0.2 9.7 102.4 8.3 1667 

pH 3 6 9.3 0.8 1753 

Burkina Faso Clay 1 21.5 64 14.8 616 

SOC 0.9 9.4 43.1 6.4 613 

pH 4.6 6.4 8.8 0.6 595 

4.2.1. Similarity in soil types and homosoil 

The Jaccard index was calculated to identify the similarity of soil types between two countries 

with the same proportion (Figure 15).  A 100% in similarity would mean that two countries 

have the same soil type in the same proportions. The two countries with the most similar soil 

types are Burkina Faso and Nigeria (46.5%), followed by Ethiopia and Burkina Faso (43.4%), 

whereas Burkina Faso and Kenya have the lowest similarity (26%).  

Ethiopia and Kenya, located in the eastern parts of Africa, share a 38% similarity. Nigeria 

and Ethiopia, Nigeria and Kenya have 35.3 % and 41.3 % identical soil types, respectively.  

Based on the similarity of soil-forming factors between the donor and recipient countries, the 

homosoil technique identifies similar soils. We quantified the homosoil approach as the 

fraction of similar locations so that each time one country is the donor, others are the 

recipients (Table 12).  

The highest similarity between soils was observed when Kenya was a donor and Ethiopia, 

and Nigeria were recipients, 41 % and 36%, respectively. At the same, only 6.6% similarity 

was found between Kenya (donor) and Burkina Faso (recipient) and almost nothing in the 

reverse situation. When Burkina Faso played as the donor country, the resemblance in soil 

forming factors with Nigeria was only around 14%. Ethiopia as a donor and Kenya as a 

recipient might have about one-third similarities in soils, followed by Burkina Faso (20.9%) 

and Nigeria (14.6%).  
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Figure 15. Similarity in soil types between selected countries (%), Abbreviation; BF: Burkina 

Faso, KE: Kenya, ET: Ethiopia, NI: Nigeria. 

 

Table 12. Homosoil fractions (%). Horizontal the donors, vertical the recipients.  

 Kenya Ethiopia Nigeria Burkina Faso 

Kenya - 29.5 33.2 0.5 

Ethiopia 41.4 - 14.2 1.1 

Nigeria 36.5 14.6 - 14 

Burkina Faso 6.6 20.9 14.3 - 

4.2.2. RF model and dissimilarity index by AOA 

It is required to train the model before calculating the dissimilarity index by AOA. Random 

Forest model results by applying 10-fold cross-validation are shown in Table 13. According 

to the modeling efficiency (MEC), the model could deliver between 30 and 59 % of the spatial 

variation of Clay and SOC in selected countries. However, it explained greater MEC values 

for spatial prediction of soil pH, around 50 to 70%. In the case of Burkina Faso, the MEC 

indicated poor predictions for clay and pH, about only 18% and 15%, respectively. The ME 

values for soil pH for all four countries were near zero; therefore, the predictions were 

unbiased. But the ME values for SOC in Nigeria and clay in Kenya were the lowest. The best 

model with higher MEC and lower error measurements in the spatial prediction of clay was 

observed in Nigeria, followed by SOC in Burkina Faso and pH in Kenya.  
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Table 13. Results of trained model for each country. The unit for Clay is g/100g and for SOC 

is g/kg. 

Property Clay SOC pH 

Country ME RMSE MEC ME RMSE MEC ME RMSE MEC 

Kenya -0.04 16.2 0.31 0.18 15.29 0.37 0.01 0.64 0.72 

Nigeria 0.26 12.22 0.57 0.06 6.0 0.43 0 0.55 0.53 

Ethiopia 0.1 14.3 0.32 0.17 16.26 0.53 0.01 0.64 0.67 

Burkina Faso 0.4 13.44 0.18 0.16 4.8 0.44 0 0.58 0.15 

The trained models for each country and each property were employed to obtain the 

dissimilarity index maps by calculating AOA. From now on, we will only present figures for 

Kenya as a donor country (Figure 16); other figures are provided in Appendix.  

Generally speaking, the eastern countries (Ethiopia with Kenya) exhibit more similarity 

across all characteristics, than the western countries (Nigeria with Burkina Faso). For 

example, in Figure 16, the trained model in Kenya was applied to calculate DI in other 

countries. We can see that most of Ethiopia has dark blue colors, indicating less dissimilarity, 

while Nigeria and Burkina Faso have lighter colors for clay and SOC, meaning that 

dissimilarity increases. However, the DI in soil pH for Nigeria and Burkina Faso are closer 

to the middle colors. When Burkina Faso is a donor country, the DI increases significantly 

especially in the central parts of Ethiopia and Kenya, which in case of soil pH is getting worse 

and DI goes over 20, showing yellow colors (Figure SM1, supplementary material).  

Figure 17 displays the distributions of the prediction DI of the trained model for the donor 

country versus the prediction DI of the recipients. There is some overlap between Kenya 

(Donor) and Ethiopia (Recipient) in their DI distribution. At the same time, there is little 

overlap between Kenya and Nigeria (recipient), and almost no coverage between Ethiopia 

and Burkina Faso has been recognized (recipient). The range of dissimilarity in the case of 

soil pH decreases compared to Clay and SOC. Interestingly, when Burkina Faso plays as a 

donor country, the DI density plot for itself is getting narrower, meaning that a smaller range 

for dissimilarity and more points are concentrated in this range. In contrast, the recipient 

countries are shaped entirely flat due to a more extensive range of dissimilarity (Figure SM4, 
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supplementary material). This means that covariates in recipient countries are different from 

covariates in Burkina Faso.  

 

 

Figure 16. Dissimilarity index map when Kenya is a donor country and other countries are 

recipients. 
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Figure 17. Distribution of the prediction DI, Kenya is a donor country and other countries 

are recipients. Abbreviation; BF: Burkina Faso, KE: Kenya, ET: Ethiopia, NI: Nigeria. 
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4.2.3. Uncertainty and comparison 

QRF estimation of uncertainty by deriving a 90% prediction interval width (PIW) is shown 

in Figure 18. Same as in the previous section, we only presented the maps for Kenya as a 

donor country for all properties, and other maps are in Appendix. Although there were 

differences in the magnitude of uncertainty, all figures generally delivered a comparable 

spatial pattern of uncertainty between countries in the same region. In Kenya, the PIW map 

for clay displayed varying patterns, with certain regions exhibiting a smaller PIW and others 

demonstrating an expanded PIW. However, the width of the PIW increases further when 

making predictions for recipient countries. Extrapolation of soil pH based on the trained 

model for Kenya can be less uncertain in Ethiopia compared to northern parts of Nigeria and 

Burkina Faso. The PIW for Burkina Faso when acting as donor produced a smaller range than 

when other countries act as donors. For example, this range is at most 60% for clay in Burkina 

Faso, while for the other three countries, this value is over 70%. Therefore, extrapolation to 

other countries by the trained model in Burkina Faso is too uncertain, and all maps 

demonstrated wider PIW (Figure SM7, supplementary material).   

The difference between the 0.05- and 0.95-quantile in Nigeria (donor) maps showed a wider 

width for clay and pH in extrapolation to other countries. Although the PIW for Nigeria's 

SOC map showed the pattern's middle colors, it produced out-of-range values in extrapolating 

over Ethiopia and some tiny parts of Kenya (Figure SM9, supplementary material).  

It is demanded to validate the extrapolation results over the recipient countries by their 

available datasets in each country, as presented in Table 14.  Overall, the statistics in this table 

show that the capability to extrapolate is much worse compared to what was seen in the cross-

validation results of the trained model in Table 13. Yet, it would be more straightforward to 

predict for the countries in the same region. Compared to RMSE numbers, the ME values, 

which represent the systematic error of the predictions, can occasionally be rather high. 

Since the trained model was unbiased (Table 13), the ME values should be very small. But 

we see that when extrapolation happens, the systematic error increases, and it sometimes gets 

too high or too low. This indicates that the RMSE is biased regarding systematic and random 

error contributions. For instance, extrapolating SOC over Nigeria with the trained model in 
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Ethiopia, the ME and RMSE values are 11.49 and 13.63, respectively, indicating the random 

error contribution is too low. In some cases, severe under and overestimation of prediction 

has been observed. For example, predictions over Ethiopia and Kenya by Burkina Faso's 

trained model for clay were underestimated, and ME values were -12.37 and -15.54, 

respectively. Spatial prediction of soil pH had less error compared to Clay and SOC. Ethiopia 

and Kenya could deliver the spatial prediction of pH to each other by 23 % (When Ethiopia 

was the donor) and 22% (When Kenya was the donor). Also, extrapolating over Nigeria by 

the trained model in Kenya had the MEC around 24 %, which slightly performed better in 

extrapolation. In situations where the MEC were close to zero or negative, the predictions are 

equal or worse if we only apply the average of the measurements.  
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Figure 18. Prediction interval width when Kenya is a donor country and other countries are 

recipient 
 

Table 14. Final validation metrics; comparison between all predictions. Abbreviation; BF: 

Burkina Faso, KE: Kenya, ET: Ethiopia, NI: Nigeria.  

 Clay OC pH 

Donor Recipient ME RMSE MEC ME RMSE MEC ME RMSE MEC 

KE Ni 8.08 18.51 0.02 1.63 6.96 0.24 0.71 1.01 -0.61 

ET Ni 17.87 27.52 -1.16 11.49 13.63 -1.92 0.45 0.89 -0.26 

BF Ni 3.0 18.08 0.07 1.61 7.6 0.09 0.42 0.89 -0.24 

ET Ke -2.2 18.24 0.13 6.77 18.19 0.11 -0.36 1.06 0.23 

BF Ke -15.54 24.82 -0.61 -2.94 18.23 0.1 -0.61 1.33 -0.22 

NI Ke -13.92 23.39 -0.43 -3.66 18.66 0.06 -1.08 1.5 -0.54 

KE Et 2.09 16.66 0.07 -7.55 25.18 -0.14 -0.38 0.98 0.22 

BF Et -12.37 21.43 -0.54 -11.33 26.31 -0.24 -0.71 1.31 -0.4 

NI Et -9.17 19.56 -0.28 -14.01 27.44 -0.35 -1.11 1.51 -0.86 

KE Bf 4.55 15.4 -0.08 -1.52 6.07 0.11 1.01 1.23 -2.79 

ET Bf 12.34 19.5 -0.74 5.95 8.34 -0.69 0.95 1.16 -2.39 

NI Bf 1.34 14.25 0.07 -1.68 6.23 0.06 0.05 0.63 0 

4.3. Case study three 

A summary statistics of the SAS indicators from topsoil, including EC, pH and SAR, are 

presented in Table 15. Soil pH in the study area is slightly alkaline, about 7.9 ~ 8.2. The 

difference between the minimum and maximum values observed for EC and SAR indicated 

that it might be saline and sodic at some points. The average of the estimated SAR values is 

15.8, which refers to dominating Na+ in soil samples. In soil science, a SAR value above 13 

is considered sodic with high levels of exchangeable sodium.  

Higher organic matter, salt, silt content, and lower carbonate concentrations can all be found 

in the soil of formerly heavily vegetated local depressions. Most measured soil properties 
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correlated with elevation (94.6–96.2 m a.s.l). According to the IUSS Working Group's World 

Reference Base for Soil Resources (ANJOS et al. 2015), seven major soil types could be 

distinguished on the study site: Chernozem (63.53%), Phaeozem (15.29%), Kastanozem 

(7.06%), Calcisol (5.88%), Gleysols (4.71%), Cambisols (2.35%), and Regosols (1.18%) 

(Tóth et al. 2022). These soil groups describe the variation in SOC, the humus layer's 

thickness and the carbonate content's spatial variation. 

There are no major saline-sodic soil groups among the soil profiles due to agricultural use 

and management; however, checking the soil qualifiers indicates the presence of sodium and 

former salt accumulation. In most cases, ex-situ measurements of the soil columns reveal salt 

maxes in the C horizon, as the soil qualifiers support this remark.  

Table 15. Summary statistics of the point observations (n = 85). 

SAS indicators Unit Min Max Mean SD 

EC µS cm-1 136.4 428.0 214.0 59.94 

pH - 7.90 8.79 8.201 0.15 

SAR - 0.13 181.0 15.79 37.32 

 

In this study, the histogram of pH values followed a normal distribution, while EC and SAR 

did not show the expected behavior. Therefore, we applied the normal score transformation 

for EC and SAR values. The performance of the SuperLearner model and each independent 

ML model are shown in Table 16. In comparison to the performance of each model separately, 

the SuperLearner model predicts pH values and SAR with the highest accuracy (R2) and the 

least error (RMSE). Evaluating the performance of each base learner revealed that RF was 

the best model by delivering 36 % of spatial prediction of pH followed by SVM. Also, RF, 

SVM and GLM succeeded in explaining SAR spatial variation by 90 % and RMSE 0.2 ~ 0.3.  

 In contrast, the worst performance was related to XGBoost for the spatial prediction of pH 

and NN for the spatial prediction of SAR (Table 16). 

However, in the case of EC, only RF could deliver the spatial variation in acceptable results, 

while SuperLearner and other individual models were unsuccessful. The map of EC by 

SuperLearner showed artifacts and produced irrational values in the case of NN and GLM. 



71 

 

Therefore, we only used and provided the RF results to overcome this issue. Table 16 showed 

that R2, RMSE and MAE for EC by RF model were 0.39, 0.97 and 0.79, respectively. 

Table 16. Summary of performance of ensemble modeling and each ML algorithm which was 

included. 

ML 

algorithms 

R2 RMSE MAE 

pH EC SAR pH EC SAR pH EC SAR 

RF 0.36 0.39 0.96 0.12 0.97 0.21 0.10 0.79 0.09 

XGBoost 0.09 - 0.91 5.42 - 0.83 5.42 - 0.65 

NN 0.09 - 0.10 0.15 - 1.00 0.11 - 0.81 

SVM 0.22 - 0.90 0.13 - 0.33 0.10 - 0.21 

GLM 0.12 - 0.95 0.14 - 0.27 0.11 - 0.14 

SuperLearner 0.43 - 0.96 0.11 - 0.20 0.09 - 0.11 

 

Afterwards, the residuals for pH and SAR were computed by calculating the difference 

between observations and prediction by SuperLearner. In the case of EC, the residuals were 

derived only from the RF prediction results. Then direct and cross-variograms of the residuals 

were calculated and are given in Figure 19. Between the residuals, an explicit spatial 

dependency and interdependency have been recognized. This indicates that involving the 

residuals (multivariate geostatistics) in the spatial variability of these indicators is reasonable.  

Also, we fitted a linear model of coregionalization (Goovaerts, 1997) using a spherical model 

type and range value of 350 m to ensure that a statistically sound model is employed in 

multivariate geostatistical modeling. 

Also, as we mentioned earlier, uncertainty measurements enable us to assemble probability 

maps, which are quite useful in practice. Thus, we compiled the probability map of SAR 

values which shows the likelihood that SAR will exceed 13 (threshold). This map (Figure 21) 

indicates the high probability of finding soils with high sodium content in the northern part 

of the study plot, which is in general agreement with our observations. Figure 21 provides 

valuable insights that can be utilized to offer guidance and advice to stakeholders. 

As mentioned, we validated the spatial prediction results by using 10-fold cross-validation. 

Accordingly, the accuracy measurements, including ME, RMSE, CCC, and MEC are reported 

in Table 17. The most promising unbiased results can be interpreted from the least ME and 
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RMSE with the highest accuracy. According to the results, the spatial predictions for all three 

indicators were accurate and acceptable. The ME values in all indicators were close to zero. 

The CCC values changed from 0.39 for EC, 0.59 for pH and 0.97 for SAR. The modeling 

efficiency showed the highest value for SAR (0.95) and the lowest value for EC (0.24).  

 

 

 

Figure 19. The computed direct and cross-variograms (open circles) and fitted linear model 

of coregionalization (solid line). 

 

In the end, the accuracy plots with computation of G statistics for pH, EC and SAR are 

displayed in Figure 22. The accuracy plots confirmed that the uncertainty quantifications are 

valid for each indicator since it follows the y=x line. Also, the calculated G statistics, expected 

to be close to their expected value (i.e., 1), further support this. 
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Figure 20. Spatial predictions of the salt-affected soils indicators with their associated 

prediction uncertainty expressed by lower and upper limit of the 90% prediction interval (PI). 
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Figure 21. Probability map of sodium adsorption ratio (SAR) for the SAR values greater than 

the threshold of 13. 

Table 17. The performance of spatial predictions of SAS indicators by 10-fold cross-

validation.  

SAS indicators ME RMSE CCC MEC 

pH <0.001 0.11 0.59 0.41 

EC <0.001 0.86 0.39 0.24 

SAR 0.007 0.22 0.97 0.95 

 

 

 

Figure 22. Accuracy plots with the computed G statistics. 
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5. Discussion  

5.1. Case study one 

5.1.1. Soil properties and environmental covariates relationship in Látókép and Westsik 

 The most important environmental variables based on the random forest model for predicting 

soil properties in Látókép were mainly those derived from DEM, such as elevation, plan and 

profile curvature, slope and multiresolution index of ridge top flatness. Therefore, it can be 

concluded that topographic indices are the major factor affecting the spatial distribution of 

soil properties in this study area. Some parameters, such as geology and climate, are the same 

over the area and were considered constant. Hence, the only parameters that make a difference 

in the spatial variation of soil properties are terrain attributes which express landscape 

morphometry. Previous studies have shown that soil properties strongly correlate with 

topography indices extracted from DEM (McBratney et al. 2003; Heung et al. 2016; Tziachris 

et al. 2019; Zhou et al. 2020). Forkuor et al. 2017 showed elevation as the most significant 

variable for the spatial prediction of SOC and nitrogen. Zhou et al. 2020, indicated that 

topographic variables, especially elevation, are the most explanatory variables for soil health 

indicators. 

The only Landsat indices that had a markable influence in explaining the soil spatial variation 

in Látókép were NDVI in determining BD and Clay index in soil pH. Salehi Hikouei et al. 

2021, investigated the importance of vegetation indices in estimating soil bulk density. NDVI 

was assigned the second most crucial variable by the models, which verifies that soil bulk 

density is highly affected by vegetation variation and structure.  

Natarajan et al. 2022 indicated that satellite images could be a powerful tool in modeling soil 

pH. Tajik et al. 2020, demonstrated that terrain attributes and vegetation indices have a 

significant relationship with soil microorganisms communities which can be used for soil 

quality assessment. However, Ghazali et al. 2020, found a weak correlation between satellite 

images from Landsat 8 and soil pH values, but they believed it might help identify soil pH.  

At the same time, in Westsik, the most influential explanatory variable for all soil properties 

was NDVI, while the parameters extracted from DEM showed almost no significant effect. 

The soil-forming factors in this area are also homogenous, and even elevation and its 
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derivatives showed few differences. It seems the only variable affecting the soil spatial 

variation is vegetation cover over this area which is reasonable since it's an experimental 

research field and every year, the rotation of vegetation is changed. Asgari et al. 2020, showed 

that NDVI and soil adjusted vegetation index were among the most important predictors in 

the spatial prediction of soil great groups. In addition, Bhunia et al. 2019 concluded a 

powerful relationship between NDVI and SOC stock in estimating spatial SOC stock by a 

multivariate regression model. Song et al. 2017, showed remote sensing variables, especially 

NDVI, have a great impact in explaining soil organic matter variation since both vegetation 

and organic matter are large sources of carbon which could have a strong correlation and act 

as a driving force. 

5.1.2. Comparison of the performance of machine learning models 

Each model has advantages and disadvantages in terms of predictability, depending on 

different soil-forming elements and local/regional circumstances. Despite having few 

observations, our research convincingly demonstrates that RF outperforms MLR, SVM, and 

NN in both areas. The results revealed a high correlation between soil data and environmental 

variables, so the final map by RF could explain soil variation for these properties with an R2 

coefficient of 0.8. Outliers, unbalanced data, and non-linear and complex relationships may 

all be handled very well with RF (Ao et al. 2019). Additionally, it was demonstrated by Hengl 

et al. (2018) that the RF model is the most popular and attractive model for spatial predictions. 

Also, they noted that the most significant features of this model are flexibility in combining, 

incorporating, and extending covariates of various types and the capability to provide more 

informative and detailed maps. Similar to the results of this study, many researchers have 

reported the acceptable accuracy of the RF model in mapping different soil properties 

(Pahlavan, 2015; Heung et al. 2016; Camera et al. 2017; Fathizad et al. 2020). To predict 

SOC stock, John et al. (2020) used various machine learning techniques, including NN, SVM, 

cubist, RF, and MLR. They select MLR as the least effective model and RF as the one that 

performs the best. Vaysse and Lagacherie (2015) utilized RF in the spatial prediction of soil 

pH for different depths and acquired a high performance (R2 ~ 0.7 to 0.8). 
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In predicting SOC and soil pH in Látókép, SVM performed slightly better compared to MLR 

and NN, with R2 of about 0.27 and 0.33, respectively. In addition, this model was more 

successful in the Westsik study area, as it could explain between 30% to 40 % of the spatial 

variation of SOC, pH, EC and carbonate. Similar to these results, Campbell et al. (2019) 

predicted SOC and clay for topsoil using spectral data and achieved R2 values of 0.45 and 

0.25, respectively. However, Dotto et al. (2018) applied SVM on SOC stock values and 

validated the results with an accuracy of 0.75 on an independent dataset. Were et al. (2015) 

revealed that SVM performed better in the spatial prediction of SOC stocks than RF and NN.  

In this study, the non-linear relationship between soil attributes and environmental variables 

may have contributed to MLR's failure; however, the interrelationships between the variables 

are complicated. According to Forkuor et al. (2017), alternative machine learning algorithms 

perform better than MLR when handling non-linear and complex relations between variables. 

Negative R2 was observed in the performance of NN, although this is not a computational or 

mathematical problem. The results indicated the model performed even worse than if we had 

merely employed the spatial average of the data. The inability of NN could be due to limited 

observation (Moody, 1994; Tu, 1996; Hernández-Lobato and Adams, 2015). Khaledian and 

Miller (2020) reported that the major drawback of employing ANN is its sensitivity to sample 

size. There are some ML algorithms that are not sensitive to the number of observations, such 

as Cubist and RF. Although some studies accomplished strong results with ANN, a large 

sample size is required to produce stable results, which DSM studies typically lacked. 

Nevertheless, some research has supported the great predictability of ANN, even with a 

smaller sample size. For instance, SOC (0-100cm) with 595 points (Dotto et al. 2018) and 

soil moisture content (topsoil) with 137 points (Mahmoudabadi et al. 2017) both achieved R2 

values for independent validation of about 0.79 and 0.85, respectively. An acceptable 

outcome was obtained by Zhao et al. (2009) in their study on soil texture prediction using an 

ANN, which had a relative overall accuracy of 80% for clay and sand content. Furthermore, 

Li et al. (2013) observed that the radial basis function NN model demonstrated a more realistic 

spatial pattern and outperformed MLR and regression kriging in predicting SOC. 

The other limitation of algorithms such as ANN is that the data should be transformed, and 

their assumption relies on normal data distribution. However, in other algorithms, the data 
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does not necessarily need to be normalized to some scales in order to function properly (Kuhn 

and Johnson, 2013; Hengl et al. 2015).  

5.1.3. Extrapolation and AOA 

We calculated the AOA of predictive models, by which we represented the area where the 

models were enabled to learn about relationships in Látókép and Westsik. Then we predicted 

the model over Hajdúhát and Nyírség and estimated the prediction error inside and outside of 

AOA by the samples taken from these areas. The application of AOA is quantifying the 

differences in the environmental covariates between donor and recipient areas and 

determining the area for which the model can be expected to make predictions with an error 

comparable to the model performance. 

The dissimilarity index values for each of these soil properties showed different ranges due 

to various relationships between the soil property of interest and predictors. For example, the 

correlation between SOC and elevation in one area might differ with soil pH. As we can see 

also in Figure 9 and 10, the selection of important covariates applied for weighting in training 

the model is different, leading to different results in the calculation of the AOA. The most 

important covariate for the predictive model in Westik was NDVI for all soil properties except 

BD. Therefore, the possible areas to extrapolate over Nyírség for BD considerably differ from 

other properties.  

The masked spatial extrapolation maps of SOC stock and EC in Hajdúhát and the map of BD 

in Nyírség showed large areas which are outside of AOA. These findings imply that distinct 

soil-forming factors are crucial in explaining how these soil properties vary spatially between 

the two regions. In other words, the environmental covariates applied for training the model 

in donor areas were not enough to cover the heterogeneity of larger areas. This result is 

consistent with Taghizadeh-Mehrjardi et al. (2022), who concluded that different scorpan 

factors are responsible for the explanation of soil class variations in two areas. Also, they 

showed that in places where the covariates in the donor area are too different from the 

recipient area, the DI increases and probably the predictions in those areas contain higher 

uncertainty.  
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By assessing the validation results inside and outside of AOA, we found that the predictions 

inside have considerably fewer errors, and the values are closer to the error measurements of 

predictive models. This is similar to the results of Meyer and Pebesma (2021), who 

discovered that prediction errors within the AOA are similar to the cross-validation error 

based on a database of 972 simulations. The predictions outside of AOA should not be 

considered valid since the dissimilarity is larger than the DI of the trained model. In general, 

where the DI is near 0, ML models perform well. Comparability in terms of hydrology, 

pedology, and geomorphological processes in both the donor and recipient area is crucial for 

practical extrapolation (Lagacherie et al. 2001). According to Nenkam et al. (2022), the 

homosoils concept, which defines the similarity of soil forming factors, aids in extrapolating 

soil data between two areas using the DSM model.  

Furthermore, the significant error in larger areas (Hajdúhát and Nyírség) in terms of some 

properties can be due to the small sample size in both areas. In contrast, better performance 

accuracy may be caused by more observations being represented in the sample data (Debella-

Gilo and Etzelmüller, 2009). Jafari et al. (2012) noted that a critical element affecting the 

purity of the map is the size of the sampling units in relation to the entire research area. In 

other words, uncertainty increases with a smaller sample size. 

Grinand et al. (2008) examined the extent to which the model produces a reliable prediction 

in France using a supervised learning technique for extrapolating soil types. It was discovered 

that the predictions for the donor area were more accurate than those for the recipient area. 

Due to the complexity of soil spatial variation and the difficulty of matching soil-forming 

components between two areas, the low accuracy of the spatial extrapolation was expected. 

Knowledge of the AOA is helpful when there is limited observation (e.g. field data), and 

predictions are accomplished for heterogeneous areas, or in other cases when there is 

uncertainty about applying the model to a new environment. 

The results indicated that it is demanded to account for insufficient coverage of environmental 

covariates and to limit predictions to areas that are comparable in their predictors compared 

to the training data and are therefore inside the AOA.  In other words, some new spaces 

(locations in the recipient area) might be different in terms of environmental properties, and 

the trained algorithm has never seen such properties.  
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In this study, similarity between study areas was only based on expert knowledge. The two 

areas (Látókép vs Hajdúhát; Westsik vs Nyírség) are formed during the same periodic time 

(late Pleistocene), and have the same parent material and climatic zones. The land use for all 

four areas was arable lands. They are categorized as flat landform types on alluvial plains. 

Although few differences in elevation have been observed in each area, it seems topography 

is the main factor affecting soil formation. Therefore, an important factor that should be 

considered for a successful extrapolation is the similarity between the donor and the recipient 

areas.  

5.2. Case study two 

5.2.1. Similarities by different methods 

 

From case study one, I have learned a degree of similarity between the two areas in terms of 

all soil-forming factors plays a key role in the possibility of extrapolating soil information 

from the donor to the recipient areas. Therefore, it is important to quantify the similarity 

between two areas in terms of different aspects (SCORPAN factors), with more observation. 

It is the reason we defined the second case study to use ISRIC Africa Soil Profiles (AfSP) 

which has many observations in all African countries with sufficient coverage of samples 

over some countries. In this case study, I quantified the similarities in terms of soil type and 

soil forming factors. 

 Different SCORPAN factors play important roles in explaining the spatial variability of soil 

types in the two areas. In this study, countries in the same region, Ethiopia with Kenya, 

Nigeria with Burkina Faso, have more similarities in terms of soil types and homosoil 

approach. 

Considering factors such as climate, variety of soil types and difference in elevation with 

results of the homosoil approach indicates that Kenya and Ethiopia have the largest diversity, 

followed by Nigeria. Therefore, the probability of finding more similar soils from a country 

with a more heterogeneous condition to other countries increases. At the same time, Burkina 

Faso is recognized as having the lowest variation in soil-forming factors among the countries 

included in the research. 
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When predictions are made for heterogeneous countries, the trained model has seen more 

spatial variability of soil information such as in Ethiopia and Kenya. Therefore, models 

trained in these countries can be more successfully transfered to other countries, as indicated 

in the DI maps and plots, in which the DI range decreases (Figure 16. DI maps in Kenya). 

Furthermore, the range of DI increases in more homogenous areas like Burkina Faso specially 

in case of soil pH, as indicated in Figure SM1, supplementary material. This means that when 

Burkina Faso is a donor, the new geographic space (other countries as recipients) might differ 

considerably in its environmental covariates from what has been seen in the training data. In 

other words, the environmental covariates presented in recipient countries are not sufficiently 

covered by the training data in Burkina Faso.  

Comparing the DI and PIW maps, indicated a subtle correlation between spatial dissimilarity 

to the donor area and related uncertainty. In those areas with significant differences in 

environmental covariates, the predictions probably contain higher uncertainty compared to 

the areas with lower DI. The results are in general agreement with findings of Malone et al. 

(2016) which showed similar areas tend to have less uncertainty compared to when 

dissimilarity increases. Taghizadeh-Mehrjardi et al. (2022) indicated ML models work better 

in areas where the DI is closer to zero. Additionally, Jafari et al. (2012) showed that 

predictions with high levels of uncertainty probably result from an insufficient conceptual 

model. 

Also, countries in the same region revealed closer or similar spatial patterns to each other 

based on DI and PIW maps. Similarities found between neighboring countries considering all 

four methods (soil type, homosoil, DI and PIW) indicated that geographical proximity is 

regarded to be crucial for transferring the trained models to the recipient areas, which was 

confirmed by Nenkam et al. (2022) and Angelini et al. (2020). This might explain the low 

predictive power of Burkina Faso versus Kenya/Ethiopia. The other reason might be the high 

differences in soil spatial variation between these countries which affected the relationship 

between soil and environmental covariates, and finally impacted the ability of the trained 

model to predict over other countries(Nenkam et al. 2022).  
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5.2.2. Extrapolation results 

The results for cross-validation of the trained model were acceptable (Table 13. Results of 

trained model for each country) but when extrapolation occurs (Table 14. Final validation 

metrics), the results were quite poor. In general, the validation results are unsatisfactory, 

which emphasizes the possible dangers of extrapolation between two areas.  

Due to the intricacy of soil-landscape interaction and the difficulties of fully matching soil-

forming factors, the low performance of spatial extrapolation was anticipated (Malone et al. 

2016). This finding aligns with Grinand et al. (2008), who discovered that the predictive 

accuracy was quite low when their trained model for one area was extrapolated to another 

area. Nenkam et al. (2022) also found that transferring the model within homosoil areas 

performed weakly although homosoils can be an effective tool in transferring soil data 

between two areas. Taghizadeh-Mehrjardi et al. (2022) found that spatial interpolation always 

has a higher accuracy and lower uncertainty compared to spatial extrapolation.   

The other reason for the incompatibility of extrapolation might be related to the selected 

model. RF has been recognized as the most promising model in many DSM studies for 

handling complex and non-linear relationships between covariates and observation (Hengl et 

al. 2015). In addition, it has been proven that RF works well in predictions of soil properties 

where we have enough coverage of training data. Nevertheless, in addition to this powerful 

ability, RF has a drawback; the model would perform weakly in extrapolation in feature 

space. Therefore, the extrapolation by RF would be problematic when there are large spaces 

with no observations, and the new predictors have different characteristics from what the 

trained model has learned (Meyer and Pebesma 2021).  

Malone et al. (2016) quantified the similarity between the donor and recipient areas under 

homosoil approach with available covariates and extrapolated the model between two areas. 

The similarity to the donor area was only about 47%, and found that there is limited ability 

for extrapolation, and similarity between two areas would affect the predictive power of 

models.   

All four methods (homosoil, soil type similarity, dissimilarity index by AOA, and QRF 

prediction interval width) can be useful to give us information beforehand on how well the 
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extrapolation might work. There is slight correlation between these methods, e.g. all of them 

showed neighboring countries are more similar. However, when it comes to extrapolation, it 

seems DI plots by AOA have the strongest agreements with statistical validation metrics 

computed from data in the prediction area and can be used as a preliminary document in case 

of having no/few observations 

5.2.3. Limitations 

There are some limitations to case study two that need to be considered for further studies. 

One limitation is the quality of the training dataset, from collecting samples in the field to 

measurements in laboratories, which might cause some errors. 

A second limitation is the inaccuracy of the global environmental covariates applied in the 

homosoil approach, which may not fully capture the soil spatial variation of basic soil forming 

factors. In addition, some factors related to soil formation are neglected in homosoil, for 

example, anthropogenic effect, biological factors and age.  

Different studies in DSM have pointed out that human activities significantly impact soil 

formation (Richter et al. 2007; Kuzyakov  and Zamanian, 2019), as well as biological factors 

(Ladd et al. 1996; Meurer et al. 2020; Sothe et al. 2022).  

Third, the inability of the trained model to capture all soil spatial variation, as observed in the 

training model for Burkina Faso in the case of pH and clay, the trained model could only 

explain less than 20% of spatial variability. The failure of RF in extrapolating in feature space 

has been discussed by Hengl et al. (2021). Takousting and Heuvelink (2022) showed 

regression kriging performed better in extrapolation than RF. Selection of the most important 

features might help to increase the accuracy of predictive models (Meyer et al. 2019; Karasu 

and Altan, 2019).  

5.3. Case study three  

5.3.1. Ensemble machine learning model and  multivariate geostatistics 

 

We discovered that the SuperLearner significantly outperformed each single learner in the 

spatial prediction of pH and SAR (Table 16). This finding confirmed the high performance 

of ensemble modeling, which reduces noise and variance in predictions by combining the 
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merits of individual models. At the same time, ensembles avoid overfitting and can produce 

reliable and acceptable performance rather than any other single model. This finding is 

consistent with other studies which confirmed the effectiveness of ensemble modeling over 

using one single model (Cressie, 1993; Geiger et al. 2012; Hengl et al. 2022). Mishra et 

al.(2020) employed regression kriging in conjunction with several ML techniques for SOC 

stock mapping. They discovered that an ensemble prediction obtained from all four ML 

strategies performed superior to any individual model in terms of giving more spatial 

information and accuracy for estimating the spatial variation in the soil attribute of interest. 

Similarly, Taghizadeh-Mehrjardi et al. (2021) stated that SuperLearner can be a favorable 

approach for spatial prediction of soil properties, as it can produce more reliable and accurate 

predictions than any single other model. Also, it was noteworthy to discover that even the 

poorest model contributed to the super learner's creation. 

However, it is important to highlight that RF was the top-performing model among the five 

individual learners, providing remarkably comparable results and nearly equivalent to the 

SuperLearner. This may be related to RF's capacity to manage data nonlinearity and outliers 

(Hengl et al. 2015). 

RF outperformed the SuperLearner in the predictive mapping of EC; hence RF was employed 

in multivariate geostatistical modeling instead of the SuperLearner, even though the results 

of this investigation validated the SuperLearner's outstanding performance for pH and SAR. 

The failure of SuperLearner for EC mapping can be due to the relationship between EC and 

covariates. For example, lack of covariates to explain the heterogeneity of spatial EC, artifacts 

in covariates, or even a few sampling points (Lück et al. 2009; Jafari et al. 2012). Soil EC is 

an attribute which changes quickly over time and space (Li et al. 2013; Paz et al. 2020). This 

might be a reason for the sensitivity of the EC when it comes to modeling and mapping.  

Several factors need to be considered for the interpretability of any spatial prediction model, 

including the accuracy of collecting samples and laboratory measurements, type of covariates 

and their resolution (Wadoux et al. 2020), soil-landscape interactions (Rossiter, 2018; 

Hateffard et al. 2019), and type of selected ML model (Khaledian and Miller, 2020). It is 

challenging to compare the impact of different environmental covariates since the covariates 
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affect the coefficients both directly (by collinearity) and indirectly (via the nature of the data) 

(Khaledian and Miller, 2020).  

Accordingly, the applicability of each model for each soil attribute varies in each area. As a 

result, there is no best model which could be used and advised in every circumstance. Multiple 

individual models, and ensembles of these models, should be evaluated because the ensemble 

will use each model's potential and, generally speaking, can improve prediction and accuracy. 

The calculated direct and cross-variograms illustrated in Figure 19 verified our hypothesis 

that it is preferable to jointly model their spatial distribution utilizing multivariate 

geostatistics since it showed clearly that SAS indicators are spatially interdependent along 

the study area. Multivariate geostatistics is widely used in DSM (Odeh et al. 1995; Lark et al. 

2014), and Szatmári et al. (2020) has thoroughly reviewed its benefits and drawbacks in SAS 

mapping. Tziachris et al. (2019) applied hybrid methods, including different ML methods 

with kriging of their residuals and concluded that the application of joint modeling in spatial 

prediction of soil organic matter could significantly increase the accuracy. 

The regression kriging method incorporates environmental correlation and spatial 

autocorrelation to predict soil property of interest. Regression kriging, in contrast to other 

methods, typically results in fewer prediction errors (Hengl et al. 2007; Mishra et al. 2012; 

Minasny et al. 2013). 

The most important finding of this study is that the spatial prediction uncertainty of SAS 

indicators is in line with spatial cross-correlation between the indicators. This has many 

advantages, especially when the complex evaluation of the indicators is intended, for 

example, soil quality management or precision agriculture.  

It's important to note that a moderately large nugget variance has been recognized in some of 

the computed variograms (Figure 19), which is common in DSM (Vaysse et al. 2015). In our 

study, this concern might be due to the applied sampling strategy.  

5.3.2. Assessment of predicted map of salt-affected soils 

In Hungarian lowlands, salt accumulation and related processes such as sodification and 

alkalinization are common characteristics (Tóth et al. 2001). In order to increase agricultural 

production, it is necessary to produce spatial and temporal maps to detect soil properties 
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variation. Also, in salt-affected soils, which are less suitable for agriculture, it is required to 

map salinity in high resolution and accuracy to have more productive lands. Besides this, it 

is important to make probability maps which express the possibility of the presence of 

limiting factors in the area of interest. This information is crucial for designing agrotechnical 

activities and giving the proper advice considering the size of the area. For example, the 

threshold values based on bio-physical criteria in Europe (Van Orshoven et al. 2012), for soil 

salinity and sodicity are ECe > 4 dS/m and ESP > 6; SAR > 13, respectively. Therefore, the 

criteria state that 16.9% (0.16 km2) of the study plot would meet the requirement for being 

subsidized based on a probability value of 0.9. 

The exchangeable sodium (or soil sodicity), due to insufficient data for lower salt levels, was 

not completely delineated, which is a limitation for productive agriculture. As an outcome of 

agro technical procedures, soil salinity declined to a medium or low level on the surface 

(plowed horizon). The maximum level of salinity can be found in the C horizon. The map of 

the spatial distribution of soil EC is followed by topography, and salinity showed correlation 

with elevation. Likewise, Nabiollahi et al. (2021) evaluated SAS indicators employing DSM 

and hybridized RF and found that the most important covariates were elevation, groundwater 

table, categorical maps, salinity index in the predictive mapping of pH, EC, and SAR. This 

demonstrates that the groundwater table and topography are essential for properly evaluating 

SAS indicators. 

Our information about groundwater levels in this study plot is limited. From a few 

observations (around 10 locations), we can see that it is about the critical level (according to 

Kovda et al. 1973), meaning that the risk of accumulation of salts in the fluctuation zone 

might exist. Nonetheless, it was not possible to consider these values in our spatial prediction. 

We should note that salinity is an ever-changing parameter that can be easily solved in water 

or accumulate on the surface depending on water conditions. Still, a detailed spatial and 

temporal map of soil salinity is required, especially in areas with a probability of secondary 

salt accumulations.  

The spatial map of soil alkalinity shows pH values of more than 8.5 and higher SAR values 

in the northern part of the study plot (Figure 20). The soil pH values can affect the availability 

of soil nutrients for absorption in plants and crops. Therefore, depending on plant types, the 
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soil pH should be preserved at a required level; otherwise can reduce productivity and yield. 

Therefore, identifying these alkaline parts on high-resolution maps can be helpful for 

stakeholders to develop cost-effective solutions.  

6. Conclusion 

The first phase of the first case study aimed to explore the applicability of selected ML models 

in the spatial prediction of soil properties in two different geographical conditions. Our 

research has brought us to the conclusion that the RF approach, especially when using a small 

number of observations, produced more reliable results than the other models in both areas. 

ANN, SVM, and MLR did not produce satisfactory results in terms of accuracy and detailed 

spatial pattern. Furthermore, the importance of DEM derivatives as representative of relief 

characteristics in scorpan factor in Látókép was highlighted, while in Westsik the most 

important predictor for all soil properties was NDVI. Overall, considering the actual situation 

in both fields and expert knowledge, these predictions and the pattern produced in the final 

maps by RF seem reliable. It is essential to comprehend the strengths and weaknesses of 

various ML algorithms before choosing the best ML technique according to specific DSM 

problems and mapping conditions. Considering the limitations and purpose of the research 

also can help to select the most proper ML technique. For example, ANN is sensitive to small 

datasets, as we also noticed in this study. 

Látókép and Westsik are both experimental research stations; hence, a detailed and accurate 

spatial distribution of soil properties across the areas would help stakeholders design 

sustainable management practices. 

The second phase of the first case study was related to extrapolating the trained model by the 

most promising model to their related microregion by assessing the area of applicability 

method. From the first phase, we found that RF is the most acceptable model in both areas. 

Therefore, we predicted soil properties in Hajdúhát by the trained model in Látókép and 

Nyírség by the trained model in Westsik. At the same time, AOA was applied to select the 

possible areas to predict based on the similarity between donor and recipient area covariates. 

Validation was applied inside and outside the AOA, and we concluded that areas inside the 

AOA were closer to the actual observations. This method, AOA, can be considered a powerful 
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tool to detect similar areas to the donor area and consequently apply the trained model for 

predicting soil properties in similar areas in which we have few/no observations. Also, we 

conclude that different scorpan factors are important in the spatial distribution of soil 

properties. When prediction over an unknown area is intended, two important factors need to 

be considered; first, the model should be able to fully capture the soil-landscape interaction, 

and second, the extrapolation is only possible in geographic space with the assumption of the 

similarities in scorpan factors between two areas. In other words, similarities in feature space, 

where the covariate might be different from the donor area, the predictions will expose the 

risk and should be avoided or used with caution.  

From the first study, we understood similarities in soil forming factors are important in 

transferring the model between two areas. Therefore, the objective of the second case study 

was to quantify the similarities in soil type, homosoil approach, train the RF model, calculate 

dissimilarity index by AOA and their uncertainty by QRF prediction interval width. We 

intended to check the possibility of extrapolating in geographic space. The results showed 

that all these four methods somehow are in general agreement, for instance, they revealed 

more similarities in countries from the same region or locations with high dissimilarity by 

AOA were identified also by high uncertainty. However, when the model trained in one 

country was applied to predict in the other three countries, the extrapolation showed poor 

results compared to actual observations in those countries. The trained model might not 

adequately cover some environmental covariates to deliver reliable predictions.  

The trained model generated for soil pH had higher accuracy and performed a bit better in 

extrapolation. We can conclude that achieving higher accuracy in training the dataset for the 

donor country can increase the potential of extrapolation to the recipient areas.  

We did not separate similar areas and validate the observation within and outside of similar 

areas since it was out of the scope of this study, but it can be used as further studies.  

All these four methods can be helpful to give us information beforehand to discover the 

potential of transferring the model between two areas and can be used as a preliminary 

document in case of having no observation and should not be used as final maps. Application 

of these methods offer a cheap and fast way to generate digital soil maps for areas with scarce 

soil data, since they can be implemented faster than new soil surveys.  
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The third case study aimed to estimate the spatial distribution of SAS indicators in the salt-

affectedness arable plot in Hungary by jointly modeling the ensemble machine learning and 

multivariate geostatistics. Our ensemble modeling consisted of five base learners: Ranger, 

XGBoost, SVM, NN, and GLM. Our results showed that ensemble machine learning 

integrated with multivariate geostatistics could be a favorable method for delivering a detailed 

spatial distribution of selected SAS indicators at high spatial resolution and evaluating salt-

affected areas on arable lands. Nevertheless, the outcomes demonstrated that ensemble 

machine learning does not consistently outperform the single models and even in some cases, 

it is preferable to employ the best base learner alone rather than ensemble modeling. 

Additionally, the application of multivariate geostatistics was found to be a crucial factor in 

the success of the approach. Overall, the third case study highlights the importance of jointly 

modeling the spatial distribution of soil properties and demonstrates the potential of this 

approach for future soil mapping and management efforts. 
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7. Summary 

Introduction: DSM has been utilized successfully for several applications since the early 

2000s, including precision agriculture, environmental monitoring, and land use planning. 

DSM is the process of creating maps that represents the spatial distribution of soil properties 

and characteristics and involves the integration of various types of data, including field-based 

soil surveys, remote sensing data, and geospatial data. The most common strategies for 

predicting soil properties and delivering soil spatial and temporal maps are geostatistics and 

machine learning algorithms. It is true that DSM has the potential to greatly improve our 

understanding of soil properties, but it also faces several challenges and gaps that limit its 

accuracy and effectiveness. In this study, we reviewed two of them. One issue is that many 

parts of the world have few/no observations, and the DSM process requires costly and time-

consuming sampling efforts; therefore, the production of accurate soil maps is limited. One 

of the potential solutions for this problem is the extrapolation of soil properties from areas 

with observations to those without, which relies on the similarity of soil-forming factors 

between the two areas.  

The second issue is that the spatial aspect of soil data and the interdependence between 

variables can make modeling difficult since soil is a complex and ever-changing system that 

interacts with itself and the environment. Multivariate geostatistics is a widely used approach 

in soil science that considers the joint spatial variability of variables and explicitly takes into 

account spatial interdependence. Combining multivariate geostatistics with ML algorithms 

can leverage the strengths of both approaches for more precise soil property predictions and 

modeling of uncertainty.  

Two case studies were defined for extrapolation issues and one for joint spatial modeling. 

Aims: The first study aimed to compare ML models in predicting and mapping soil properties 

in small-scale areas and to evaluate the potential and efficiency of extrapolating the best 

model to larger areas. The second study explored the possibility of extrapolating a ML model 

for predicting soil properties in one area to another area based on their similarity. 

The third study aimed to predict and map salt-affected soils in Hungary using ensemble 

machine learning and joint modeling with multivariate geostatistical techniques. 
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Material and methods: First case study; Four machine learning models (MLR, RF, ANN, 

SVM) were trained on the Látókép and Westsik study areas, with the best model selected, 

fine-tuned and applied to predict soil properties in Hajdúhát and Nyírség. The results were 

validated by sampling in these areas and applying AOA. Second case study: similarities were 

identified by using four different methods including similarity in soil types, homosoil 

approach, dissimilarity index by AOA and QRF prediction interval width, and validates the 

results using cross-validation, in four countries in Africa. 

Third case study: an ensemble modeling approach was used with five individual models (RF, 

XGboost, SVM, NN, and GLM) on three indicators of salt-affected soils. A multivariate 

geostatistics analysis was performed on the stochastic residuals obtained from the machine 

learning modeling. The accuracy of spatial predictions and estimation of uncertainties were 

evaluated using 10-fold cross-validation. 

Results and discussion: First case study; In Látókép, the most important environmental 

variables for predicting soil properties were topographic indices, while in Westsik it was 

vegetation cover as expressed by NDVI. The results showed that RF outperformed the other 

models. The results showed that the predictions inside the AOA in Hajdúhát and Nyírség had 

fewer errors, and it is crucial to limit predictions to areas that are comparable to the training 

data and are inside the AOA. Second case study; All four methods used in the study  somehow 

were in general agreement. The extrapolation results were not satisfactory, with low 

performance due to the complexity of soil-landscape interaction and the difficulties of fully 

matching soil-forming factors. Third case study; The study found that ensemble modeling 

was effective in mapping and assessing salt-affected soil, producing better results than base 

learners for two indicators (pH and SAR) with high R2 values. The random forest prediction 

was found to be acceptable for EC. The methodology used in the study, which included 10-

fold cross-validation for performance and uncertainty quantification, was found to be efficient 

for mapping salt-affected soil with high spatial resolution. 

Conclusion: First case study; we found that the AOA method was effective in predicting soil 

properties in areas with similar scorpan factors. The study highlights the importance of 

considering the strengths and weaknesses of ML algorithms and the similarities in scorpan 

factors between donor and recipient areas before applying the trained model for predictions 
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over unknown areas. Second case study; The four methods used in the study provide useful 

information for discovering the potential of transferring models between areas and can be 

used as a preliminary step in generating digital soil maps for areas with limited data, faster 

than new soil surveys. Third case study; Ensemble machine learning and multivariate 

geostatistics can deliver a detailed spatial distribution of the indicators but may not 

consistently outperform single models, with the best base learner being used alone in some 

cases. High-resolution mapping of SAS indicators is crucial for precision agriculture. 
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10. Supplementary Material; case study two 

 

 

Figure SM1. Dissimilarity index (DI) maps; BurkinaFaso is a donor country and other 

countries are recipients. 
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Figure SM2. Dissimilarity index (DI) maps; Ethiopia is a donor country and other countries 

are recipients. 
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Figure SM3. Dissimilarity index (DI) maps; Nigeria is a donor country and other countries 

are recipients. 
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Figure SM4. Distribution of the prediction DI, BurkinaFaso is a donor country and other 

countries are recipients. 
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Figure SM5. Distribution of the prediction DI, Ethiopia is a donor country and other 

countries are recipients. 
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Figure SM6. Distribution of the prediction DI, Nigeria is a donor country and other countries 

are recipients. 
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Figure SM7. Prediction interval width maps, when Burkina Faso is a donor country and other 

countries are recipients. 
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Figure SM8. Prediction interval width maps, when Ethiopia is a donor country and other 

countries are recipients. 
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Figure SM9. Prediction interval width maps, when Nigeria is a donor country and other 

countries are recipients. 
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