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1. ABBREVIATIONS 

 

Act D  Actinomycin D  

c-ChIP  Competition chromatin immunoprecipitation  

CLSM  Confocal Laser Scanning Microscopy 

COMPASS Complex Proteins Associated with Set1  

DIPG  Diffuse Intrinsic Pontine Glioma 

DSB  Double-strand breaks 

Ezh2  Enhancer Of Zeste Homolog 2 

FCS  Fluorescence Correlation Spectroscopy 

FRAP  Fluorescence Recovery After Photobleaching 

GBM  Glioblastoma Multiforme 

H3.3K27M Lysine 27-to-methionine mutation of histone variant H3.3 

H3K27M Lysine 27-to-methionine mutation of histone H3 

LSC  Laser Scanning Cytometry 

MLL  Mixed lineage leukemia 

NDR  Nucleosome depleted region  

PcG  Polycomb-group proteins 

PHD  Plant Homeodomain 

PRC1  Polycomb Repressive Complex 1 

PRC2  Polycomb Repressive Complex 2 

SET  Su(var)3-9, Enhancer-of-zeste and Trithorax domain 

spFRET single-pair FRET 

TrxG  Trithorax-group proteins 

μpsFRET  microplate-scanning FRET 
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2. INTRODUCTION 

 

2.1. Eukaryotic chromatin at the level of nucleosomes and histones 

 

2.1.1. Basic chromatin organization 

 

One remarkable difference between prokaryotes and eukaryotes is in their genome organization. 

In contrast to bacteria and archaea, eukaryotic cells fit their genetic material in a tiny 

microscopic space called nucleus. The DNA with structure proteins form a special complex 

called chromatin in this highly organized organelle and make up a nucleoprotein complex. The 

genomic DNA of different cells, from yeast to human, needs to be well compacted and 

functionally organized. The chromatin compactness and its hierarchy is considered in such 

processes as gene expression and its regulation. 

The overall structure of the chromatin can influence protein-DNA interactions and play a role 

in transcriptional activation processes [1]. Through structural modifications, chromatin can be 

organized into a highly condensed structure known as heterochromatin that is inaccessible to 

chromatin binding factors. The chromatin can form a relatively uncondensed state as well 

referred to as euchromatin which is more accessible to these factors. Heterochromatin can be 

further subdivided into facultative heterochromatin and constitutive heterochromatin. 

Facultative heterochromatin has the potential to interconvert between euchromatic and 

heterochromatic states. Often it consists of genes that are expressed during development or 

differentiation and then it becomes silenced. In contrast, constitutive heterochromatin maintains 

a condensed form comprising permanently silenced genes and repetitive DNA elements, and is 

localized to centromeres and telomeres [2].  
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Figure 1.  Electron micrograph images and the crystal structure of the nucleosome core 

particle. Images show the nucleosome structure in different chromatin state. Left: low ionic 

chromatin spread, middle: high ionic chromatin spread, right: isolated mononucleosomes and 

the nucleosome core particle. Modified from ref. [3]  

 

In 1974, prominent studies of Kornberg and Olins & D. Olins [4], [5] proposed that the 

repeating units of chromatin are histone oligomers forming flexible chain with the DNA. It has 

been revealed that these units are nucleosomes consisting of two copies of histone H2A, H2B, 

H3 and H4 assembled into octamer and wrapped by 1.65 superhelical turns of 145-147 bp DNA 

[6], [7]. In the octamer, the core histones form an (H3-H4)2 tetramer flanked by the H2A-H2B 

dimer. The repeating nucleosomes are connected with a 10-90 bp long linker DNA, and further 

assembled into higher-order structure of chromatin that is stabilized by linker histone H1. 

Hierarchical organization of the chromatin with the repeating nucleosomes is shown in Figure 

1.  

The structure of the nucleosome core particle (Figure 2) and the DNA organization around it 

was determined by X-ray crystallography in 1997 [6]. This study explained the interactions 

between the minor groove of the DNA double helix and the histone core in details. There are 

electrostatic interactions, hydrogen bonds and non-polar interactions between the histones and 

dyad axis

146 bp DNA
(50 nm)

histone octamer
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the DNA backbone. A typical characteristics of the nucleosome core particle is the exposed 

histone tails passing over and between the gyres of superhelix. These flexible N-terminals of 

the nucleosome have regulatory roles through histone post-translational modifications and play 

mechanistic role in the regulation of DNA dynamics and nucleosome conformation [8]. 

 

 

Figure 2. Structure of the nucleosome core particle [9]. The DNA strands are indicated in 

different shades of blue. The DNA is wrapped in left-handed superhelical turns around the 

octamer. The enter and exit site of the DNA are labeled. H3 and H4 are in green and yellow, 

H2A and H2B are in red and pink. 

 

The organizing principle of nucleosomes follows the beads-on-a-string model, in which the 

repeating nucleosome particles are the beads along the length of the chromatin fiber as a string. 

Besides molecular crowding and DNA superhelicity nucleosomes play a special role in the 

condensation processes and chromatin formation as well [10]. Furthermore, they have dynamic 

properties in chromatin regulation and genome accessibility of DNA-templated reactions [11]. 

Alterations in nucleosome composition including incorporation of histone variants and post-

translational modifications of histone tails change the stability and dynamics of the chromatin 
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[12]. Not least, mutations of histone tails involving defects in the chromatin architecture 

underlie tumor pathogenesis [13]. 

 

2.1.2. Investigation of the nucleosome conformation and dynamics 

 

The nucleosomal DNA is able to unwrap temporarily from the nucleosomes. This unwrapping 

plays an essential role in the regulation of DNA accessibility. The criteria of this accessibility 

is the spontaneous fluctuations of the nucleosomes [14], [15]. The DNA breathing motion, 

which refers to these spontaneous local conformational fluctuations, results in transient 

unwrapping of nucleosomal DNA, H2A-H2B dimer releasing and thermal repositioning or 

sliding. In order to study these dynamics and conformations single molecule biophysics 

techniques have been applied in the last decades [3], [16], [17]. The advantage of these single 

molecule approaches is that they reveal the coexisting conformational subpopulations that 

would stay hidden in bulk techniques.  

Förster resonance energy transfer-based (FRET) methods are widely accepted tools for 

measuring average distances and describing dynamics of biological molecules. In case of 

nucleosomes the dynamics have been quantified by FRET between dyes attached to the DNA 

and/or histone proteins [18], [19]. FRET analysis on single nucleosomes provides detailed 

information about structural diversity, particularly [20]. For instance, FRET on surface-tethered 

nucleosomes demonstrated spontaneous structure fluctuations [17], whereas confocal single-

pair FRET (spFRET) experiments on freely diffusing single nucleosomes detected structural 

subpopulations under various conditions [21]. Structural intermediates of the nucleosome 

disassembly pathway have also been unraveled [22]–[24]. Nurse et al. elucidated the effect of 

the flexible tails of H3 and H4 histones on nucleosome structure and dynamics and concluded 

that the H3 N-terminal tail is involved in intranucleosomal interactions by influencing the DNA 



9 
 

breathing motion (Figure 3) and compacting the nucleosome [8]. Noteworthy, this study 

suggests a potential mechanism by which various combinations of histone tail modifications 

control or modify nucleosome accessibility. 

 

 

 

 

 

 

 

Figure 3. In closed conformation, DNA ends are brought into close proximity and can 

undergo FRET. When DNA ends move apart during breathing motion, FRET signal is 

reduced. Modified from ref. [8]. 

 

2.1.3. Canonical histone proteins and their variants 

 

The existence of histones was discovered in the last millennium [25]. The first histone 

extraction was carried out from calf thymus under acidic conditions in 1965 and based on the 

subfractions of the stepwise precipitations, 5 histone subtypes were separated [26]. These 

subtypes are now designated as histone H1, H3, H4, H2A and H2B. Histones are highly 

invariant proteins across species [27] and show high stability and persist for long time in 

cultured cells [28].  

Each of the histone proteins consists of a structured core and an unstructured tail domain. A 

common structural domain is the histone fold domain, which consists of three α-helices (α1, α2 

and α3) connected by two short loops (L1, L2) seperating the α-helices. This structural domain 

promotes the heterodimerization of H2A with H2B and H3 with H4 [29]. An other structural 

Closed conformation Open conformation

DNA breathing motion
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unit is the four-helix bundle, which helps to bring together the histone pairs [30] resulting in a 

stable H3-H4 tetramer core and two less stable H2A-H2B dimer [31], [32] that are altogether 

assembled into an octamer. Octameric nucleosomes occur in nearly all eukaryotes 

(dinoflagellates are exceptionals since they lost their histone proteins [33]). 

Based on their proteomic and genomic characteristics, histone proteins are classified into two 

groups: canonical histones and histone variants. The so-called canonical histones are  

replication-dependent counterparts encoded by unique multigene family in metazoans [34]. 

Human canonical histone genes are grouped into one major HIST1 cluster on chromosome 6 

(6p21–p22) and two minor HIST2 and HIST3 clusters on human chromosome 1 (at 1q21 and 

1q42). These genes encode mRNAs that lack introns and they possess a stem-loop sequence in 

the 3’ end instead of a poly(A) tail [35]. The stem-loop end is conserved in all metazoans [36] 

and formed by endonucleolytic cleavage that is directed by a purine-rich sequence called 

histone downstream element. In Saccharomyces cerevisiae each of the four core histones are 

encoded by only two genes organized into four loci [37]. The HHT1-HHF1 and HHT2-HHF2 

loci encode identical H3 and H4 proteins [38], while histone H2A and H2B are encoded by 

HTA1-HTB1 and HTA2-HTB2 loci [39]. Histone mRNAs in yeasts exist in polyadenylated form 

[40].  

Canonical histone proteins include the major core histones:  H2A, H2B, H3 (H3.1 and H3.2 in 

human) and H4. These histones are synthesized at high level during the brief S-phase tightly 

coupled to DNA replication [41][42]. This intensive expression allows their rapid deposition 

behind the replication fork. In contrast, histone variants are encoded by single or low copy 

genes, which are expressed in a replication-independent manner throughout the cell cycle. 

These variants show distinct regulatory mechanisms regarding their expression and 

incorporation resulting in nucleosomes with specific properties [43]. In most cases, the variants 

function as replacement histones contributing to dynamic chromatin formation during DNA-
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based processes [44].  At protein levels, the differences between canonical histones and their 

variants can range from the few amino acids up to additional new structural domains. These 

differences can support various functions of variant specific chaperones (e.g. H3.3 assembly by 

HIRA [45]) or they can even alter nucleosome stability (e.g. H3.3 – H2A.Z coincorporation 

[46]). Some variants are considered as ’universal’, being found in nearly all eukaryotic species. 

Universal variants have centromeric (CENP-A in humans, Cse4 in budding yeast, CID in 

Drosophila melanogaster) and non-centromeric histone H3 variants. The latter is present in all 

eukaryotes and can be considered as a common ancestor of the mammalian H3.1 (sequence 

alignment and features of human H3.1, H3.3 and yeast H3.3-like histones are reviewed in 

Figure 4). Conversely, some variants are lineage-specific representing distinct functions 

evolved with the complexity of the eukaryotic genome (e.g. testis specific H2B [47] and H3 

variants [48]).  

Inadequate incorporation of the histone variants are associated with various diseases. These 

events may affect the deposition pathways (e.g. implication of Atrx-Daxx-H3.3 pathway in  

pancreatic neuroendocrine tumors [49]) and arise from reduced or increased expression of 

certain histone variant [50][51].  
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 Figure 4. Sequence alignment and domain structures of human (hs) H3.1, H3.3 and yeast 

(sc) H3.3-like histones. Amino acid differences are highlighted in red.  

 

2.1.4. In vivo dynamics properties of histone proteins 

 

In vivo interactions of the chromatin proteins are highly dynamic. Photobleaching experiments 

show that most chromatin proteins are highly mobile within the mammalian cell nucleus and 

transiently interact with chromatin [52], [53]. The dynamic nature of non-histone proteins 

(transcription, replication, repair factors and chromatin modifying enzymes) and the short-term 

mobility of histones are extensively investigated. Phair and Mistelli’s studies found that 

transient binding of many chromatin-associated proteins is common and the average residence 

times are typically between 2 to 20 seconds [53]. Their FRAP experiments over periods of 

several minutes show that H2A-GFP and H2B-GFP are persistently immobile in the chromatin, 

whereas H1-GFP exchanges rapidly [54]–[56].  

Seminal series of studies examined the dynamic properties of core histones during replication 

and cell cycle [57]–[59]. In these studies, either the deposition of radiolabeled, newly formed 

histones were monitored or the in vivo stability of the nucleosomal histones were analyzed by 

FRAP experiments. The results suggested that H3.1 and H4 core histones remain bound to the 

chromatin after the incorporation during replication [58] and only a small fraction exchanges 

independently of transcription and replication [57]. In contrast to H3.1 and H4 histone, H2A 

and H2B have more rapid exchange rate (~3% mobile fraction within minutes based on FRAP 

experiments [57]). Presumably, this rapid component represents the euchromatin or 

transcriptionally active regions with histone chaperone activities [58], as the inhibition of 

transcription elongation eliminates this H2A-H2B fraction. This phenomenon is not observed 

in case of H3.1 and H4 histones. The kinetics of various histone variants, replication-
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independent histone H3.3 in particular, is less known. Although genome-wide characterization 

of the H3.3-nucleosome dynamics with measurements of H3.3 turnover rate has been 

established [60], the diffusion properties of this variant have not been examined yet.  

 

2.2. Histone post-translational modifications 

 

2.2.1. Mechanism of histone modifications 

 

Histone amino (N)-terminal tails protrude from the nucleosome core and comprise 25-30% of 

the mass of individual histones. They provide exposed surface for potential interactions with 

other proteins [60][61]. Different groups of these proteins have specific enzymatic activities 

and catalyze post-translational modifications of the histone tails. In this way, the modified 

residues can influence many DNA-related processes and can provide platform for other non-

histone effector proteins (so-called chromatin readers) inducing nuclear signaling pathways 

[63]. Although these modifications occur mainly in the unstructured histone tails, there are 

modifications described on the residues of the histone core as well, where they have the 

potential to directly influence nucleosome dynamics and stability [64][65].  There are at least 

eight distinct types of modifications found on histones (acetylation, lysine methylation, arginine 

methylation, phosphorylation, ubiquitylation, sumoylation, ADP ribosylation, deimination and 

proline isomerization). The most informative ones are small covalent modifications: 

acetylation, methylation and phosphorylation [63]. There are over 60 residues where 

modifications have been observed (major histone tail modifications are reviewed in Figure 5). 

Further complexities are due to methylated forms (mono-, di-, or trimethyl for lysines and 

mono- or di- (asymmetric or symmetric) for arginines) and cross-talks between different 

modifications (e.g. ubiquitylation of H2B is required for the methylation of H3K4 and H3K79 

[66]–[68]). Enzymes have been identified for acetylation [69], methylation [70], 
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phosphorylation [71], ubiquitination [72], sumoylation [73], ADP-ribosylation [74], 

deimination [75] and proline isomerization [76]. In most cases, these modifications have been 

found to be dynamic and specific enzymes are able to remove them. Preferences of these 

histones modifying enzymes may depend on the complex, where they are present. The proteins 

that operate with the enzyme complex may affect the residue to be modified [77] and the degree 

of the methylation status (mono-, di-, or tri-) [78]. They are able to influence the substrate 

preference (nucleosomal or free histones) of the enzyme complex as well [79]. 

Two distinct mechanisms can be distinguished based on the function of the modification. One 

is involved in the disruption of the DNA-histone interaction allowing the chromatin to get 

uncoiled and in turn influencing the overall chromatin structure. For instance, neutralization of 

the basic charge of lysines by acetylation allows the disruption of local interactions [80]. This 

effect correlates well with a class of enzymes functioning as transcriptional coactivators [81]. 

On the other hand, the local condensation of the chromatin is associated with H3S10 

phosphorylation during both mitotic and meiotic processes [82]. The second mechanism is the 

recruitment of chromatin-modulating reader proteins, which is an indirect effect of the histone 

modifications resulting chromatin alteration through non-histone proteins with enzymatic 

activities (e.g. chromatin remodeling ATPases).  This mechanism is indispensable in processes 

like transcription, repair or replication that require chromatin-remodeling activities. Chromatin 

reader proteins have specific domains that allow them to recognize histone modifications and 

other nucleosome features. Specific domain types including the bromodomains recognize the 

acetylated H3 or H4 tails [83] or distinct domain types recognize lysine methylation: PHD 

fingers and the so-called Tudor ‘royal’ family comprising chromodomains, Tudor, PWWP and 

MBT domains [84], [85]. 
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Figure 5. Major histone modifications of the core histones include acetylation (A), 

methylation (M), phosphorylation (P) and ubiquitination (U). The figure was adapted from 

reference [86]. 

 

2.2.2. Histone lysine methylation 

 

Histone methylations occur on arginine and lysine side chains. In contrast to acetylation or 

phosphorylation, histone methylation does not involve the direct perturbation of chromatin 

structure through alteration of the charge. However, recruitment of proteins that are capable of 

identifying methylated sites (e.g. epigenetic readers) play a role in the biological outcome of 

the different methylation events.  

In case of mammalian histones, evolutionarily conserved lysine methylation marks have been 

observed at multiple sites including K4, K9, K27, K36 and K79 of histone H3 and K20 of 

histone H4 [87]. Each of these positions can be methylated in four different ways: 

unmethylated, monomethylated (me1), dimethylated (me2) or trimethylated (me3) state. In 

almost all cases, lysine methylations are established by enzymes related to the SET-domain 
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protein methyltransferase superfamily [88]. One exception is the DOT1 family, its members 

methylate K79 in the globular region of histone H3 and they are structurally not related to SET-

domain proteins [89]. Enzymatic removal of methyl-groups are generally catalyzed by the 

LSD1 (physically complexed with Co-REST repressor) and JARID1 family of histone 

demethylases [90]. Functional alternatives of enzymatic demethylations include histone 

replacement or histone tail cleavage [91], [92]. 

The distinct methylation states exhibit characteristics distribution patterns in the eukaryotic 

genome [93] and mark functionally distinct chromatin regions. In particular, methylation of 

histone H3K4, H3K36 and H3K79 is enriched in the active regions of the chromatin, whereas 

H3K9, H3K27 and H4K20 methylation are generally observed in silenced regions.  

In the context of gene transcription, one of the most studied modification is the H3K4 

methylation. Whereas H3K4me1 is associated with enhancer functions and gene repression in 

metazoans [94], both H3K4me2 and H3K4me3 are strongly correlated with transcriptionally 

active chromatin and are located near to the transcriptional start sites of highly expressed genes 

[95], [96]. H3K4me2 is generally distributed across the body of active genes and linked to 

ongoing transcription and gene expression in yeast [97]. H3K4me3 is localized at the 5′ end of 

the genes [98] and considered as a universal hallmark of active transcription from yeast to 

humans. Their occurrence around transcriptional start sites highly correlates with 

transcriptional activation [93]. H3K4me3 is supposed to facilitate transcription by the 

recruitment of nucleosome remodelling proteins and histone modifying enzymes [99]. 

Nevertheless, H3K4me3 is associated with the initiation of meiotic recombination in yeasts 

[100] and V(D)J recombination [101]. In Saccharomyces cerevisiae all methylation state of 

H3K4 is catalyzed by the trithorax-related Set1 within the COMPASS protein complex [102]. 

In turn, H3K4 methylation is catalyzed by the SET1 and KMT2 family of histone 

methyltransferases in human and diminished by the LSD1 and JARID1 family of histone 
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demethylases [90]. The composition and role of the COMPASS protein complex will be 

summarized in the next session.  

As with H3K4me3, H3K36me3 might also be dedicated to the regulation of transcription. 

However, Setd2 enzyme which is responsible for K36 methylation, remains to be associated 

with the RNAPII resulting in H3K36me3 pattern throughout the gene body [67]. The reversal 

of H3K36me3 is catalyzed by Jmjd2 [103]. 

H3K79 methylation levels are also associated with transcriptional activity. In Saccharomyces 

cerevisiae, the H3K79me3 and Dot1 which mediates this modification, have been detected in 

the transcribed regions of active genes [98], [104]. In humans both H3K79me2 and H3K79me3 

are strongly associated with active genes [105] and  may influence developmentally regulated 

gene expression [106], [107]. 

Further examples of the distinct distribution of histone methylation are the methylations of 

H3K9 and H3K27. Recognition of these marks is largely associated with the formation of 

constitutive or facultative heterochromatin and gene silencing. H3K27me1 and H3K9me3 are 

found in pericentromeric heterochromatin regions [108] whereas H3K27me3 and H3K9me2 

are distributed in the repressed euchromatin. H3K27me3 is also linked to silencing processes 

including homeotic gene silencing, genomic imprinting and X inactivation [109]. Both 

methylation marks are targets for chromodomain-containing proteins such as PcG proteins and 

Hp1 [110], [111]. H3K27me3 is present in Drosophila melanogaster, Arabidopsis thaliana, 

worms and mammals, but is absent from yeasts. It is frequently connected to gene silencing, 

particularly in the repression of unwanted differentiation pathways during lineage specification 

[93], [112]. H3K27me3 coexists with H3K4me3 active marks on developmentally crucial 

genes, particularly. The role of this so-called bivalent chromatin state tends to retain the 

chromatin and cellular plasticity at the early stages of the development with keeping poised the 

regulated genes during silencing [113]. H3K27me3 deposition is maintained by the Ezh2 
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methyltransferase within the PRC2 complex  [114]. The mechanism and composition of the 

PRC2 complex and the role of Ezh2 in brain tumor progression will be detailed in the next 

section(s).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. A schematic depiction of histone H3 showing principal lysine methylation 

sites on the H3 N-terminal tail. (A) The writers and erasers show the main lysine 

methylases and demethylases in human. The yeast H3K4 methylase, COMPASS, is also 

depicted. (B) Downstream effects and chromatin readers of H3K4 and H3K27 

methylations. The effector proteins participate in chromatin remodeling and regulate 

gene expression. 
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2.3. Trithorax and polycomb group proteins 

 

The TrxG and PcG protein families play a crucial role in cell commitment and differentiation 

during the development of metazoans. The first fundamental genetic studies identifying the 

TrxG and PcG genes were carried out in Drosophila melanogaster [115], [116]. These studies 

showed that TrxG and PcG genes have opposite roles in homeotic gene regulation and many of 

them encode proteins bearing the 130- to 140-amino acid motif called SET domain. Mutations 

in the TrxG genes propose their function as positive regulators of gene expression, whereas 

mutations in the PcG genes suggest their inhibitory role in transcription [117], [118]. Most of 

the TrxG and PcG proteins are evolutionarily conserved in mammals and function within 

similar pathways to those of their Drosophila counterparts. Both of these complexes have long 

been linked to the occurrence of different forms of cancer [119]–[121]. In the next sections, 

molecular mechanisms and clinical implications of TrxG and PcG proteins will be 

demonstrated. 

 

2.3.1. Composition and molecular role of COMPASS histone H3K4 methylase 

 

In budding yeast (Saccharomyces cerevisiae), all H3K4 methylation is established by a single 

Set1 complex called COMPASS (or Set1C) that is composed of the Set1 catalytic unit and 

seven other subunits (Swd1 [RbBP5], Swd2 [WDR82], Swd3 [WDR5], Bre2 [ASHL2], Sdc1 

[DPY30], Spp1 [CFP1] and Shg1 [BOD1])  [122], [123]. COMPASS was identified as KMT2 

homolog [102] (initially named as mixed-lineage leukaemia (MLL)). MLL fusion transcripts 

were originally identified at chromosome translocations in acute myeloid and lymphoid 

leukemia [124], [125]. In humans, Mll is found in a COMPASS-like complex and functions in 

a similar way as in yeasts [121], [126] (subunit composition from yeast to human is reviewed 

in Figure 7). The MLL genes are frequently mutated in the majority of cancer types [120].  
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Figure 7. Subunits of the COMPASS family from yeasts to humans. Modified from reference 

[127]. Budding yeast COMPASS subunits and their corresponding homologs in mammals are 

indicated in the table. 

 

COMPASS subunits are assembled around the catalytic unit Set1 acting as a scaffold. The 

complex can mono-, di-, and trimethylate H3K4, but transitioning to di- and trimethylation 

depends on the H2B monoubiquitination cross-talk followed by recruitment of the Swd2 

subunit of COMPASS [128]. Recently, it has been described that Swd1 and Swd3 are 

responsible for all three methylation marks whereas Bre2, Sdc1, and Spp1 are required for 

trimethylation [129]. On the other hand, Bre2 and Sdc1 interact with the isolated SET domain 

as well and form SET-c [130]. In a similar way, Spp1, Swd2, and Shg1 directly interact with 

yeast Set1/COMPASS

Set1
Cps60 (Bre2)
Cps50 (Swd1) 
Cps40 (Spp1) 
Cps35 (Swd2)

SET1A/B, MLL1–4
ASH2L
RbBP5 (RBQ-3)
CFP1 (CXXC1)
WDR82
WDR5 (BIG-3)
SDPY30

Cps30 (Swd3) 
Cps25 (Sdc1) 

budding yeast mammals

human Set1/COMPASS
human MLL3/4 

hCOMPASS like

human MLL1/2 
hCOMPASS like

Drosophila Set1/COMPASS

Drosophila Trithorax dCOMPASS like

Drosophila Trithorax-related
dCOMPASS like
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the n-SET domain, the N-terminal domain, and the second RRM motif of Set1, respectively. 

The Spp1-Set1 interaction induces the SET catalytic domain to open and also read non-

asymmetrically dimethylated H3R2 with its PHD-finger domain [131]. Spp1 is required for 

normal level of meiotic double-strand break (DSB) formation and interacts with the DSB 

specific proteins playing a role in cleavage activation [132], [133]. The role of COMPASS 

protein complex and H3K4me3 in DSB initiation will be discussed in detail in chapter 2.6.   

            

2.3.2. The PcG complexes and the role of Ezh2 in PRC2  

 

PcG proteins form conserved regulatory complexes suppressing genes through a variety of 

physiological roles and types of epigenetic patterning in higher organisms. They have been 

identified in Drosophila melanogaster as repressors and regulators of anterior-posterior body 

patterning through the maintenance of homeotic gene expression profile [134], [135]. In 

humans and vertebrates the polycomb family consists of structurally diverse set of proteins 

assembled into chromatin-associated complexes which participate in the establishment and 

maintenance of cell fates, in the regulation of Hox gene expression (antagonizing the function 

of TrxG protein family) and in the early steps of X-chromosome inactivation in women [136]. 

The PcG proteins assemble into functionally distinct complexes that belong to two protein 

families: PRC1 and PRC2. Both complexes have catalytic activity inducing histone 

modifications. PRC1 with its E3 ligase activity monoubiquitinate the histone H2A at lysine 119 

(H2AK119u1) whereas PRC2 is involved in the mono/di/trimethylation of H3K27 

(H3K27me2/3) through its Ezh2 catalytic unit. Classification of PcG complexes with their 

detailed composition is reviewed in Figure 8. 
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Figure 8. Mammalian PcG complexes with the catalytic and regulatory subunits. The figure 

outlines the core subunits of the two major PcG families with their accessory proteins [137].  

 

The composition of PRC2 complex is dynamic, containing subunits responsible for the 

H3K27me3 mark and several accessory regulatory subunits controlling the enzymatic activity 

and holoenzyme function [138]. The core components of mammalian PRC2 complex include 

Suz12, Eed and Ezh2 (mutually exclusive with Ezh1 isotype). These three components are 

sufficient for methyltransferase activity in vitro [139]. The Aebp2, PCLs, Jarid2 and Rbbp4/7 

proteins are other cofactors that facilitate the PRC2 function. In Drosophila melanogaster, 

polycomb-mediated silencing takes place through the recruitment of PcG proteins to the PRE 
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sequence locating upstream of the Hox transcription factor genes. Although, existence of 

similar DNA elements are under debate in mammals (PRE-like elements have been reported: 

[140], [141]), PRC2 recruitment through lncRNAs has been described in lineage-specific 

transcriptional silencing mechanisms [142].   

One of the most important component of the PRC2 complex is the Ezh2 protein that plays a 

pivotal role in the formation of repressive epigenetic pattern. The human Ezh2 protein belongs 

to the histone-lysine methyltransferase family having the SET domain and the catalytic subunit 

of PRC2 being responsible for all the three types of H3K27 methylation. Ezh2 works together 

with PRC2 associated proteins mediating histone methylation in a spatially defined manner 

leading to different genomic functions [143]. For instance, H3K27me2 and H3K27me3 are 

linked to the facultative heterochromatin regions, whereas the H3K27me1 form is enriched in 

the constitutive heterochromatin [144]. Furthermore, the H3K27me3 may serve as a docking 

site facilitating the binding of PRC1 complex which catalyzes the monoubiquitylation of 

H2AK119 maintaining a repressed state of target genes. H3K27me3 may also regulate the 

transcription indirectly by pausing the RNA pol II transcription complex thus preventing the 

elongation stage at the PcG target sites [145]. Apart from the canonical repressive role of Ezh2, 

it has a PRC2-independent transcription inducer function as well. In breast cancer cells, it has 

been demonstrated that the interaction of Ezh2 with a mediator complex activates target genes 

through distinct mechanisms [146]. Growing body of evidence suggests that the overexpression 

of Ezh2 correlates with tumor progression and poor outcome in hematological and epithelial 

malignancies [147]. 
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2.4. Implications of histone proteins and PRC2 in brain tumor progression  

 

2.4.1. Histone gene mutations are involved in high-grade gliomas 

 

Histones are related to cancer progression primarily due to alterations in histone post-

translational modifications and the epigenetic pathways controlling these modifications. 

Recurrent mutations in the chromatin machinery and defected interplays between histone 

modifying enzymes and post-translational modifications are fundamental in tumorigenesis. 

These pathways and their misregulations are summarized in a number of studies [148]–[151] 

and they are involved in epigenetic drug investigations.  

Although epigenetic histone modifications are well studied in cancer biology, somatic histone 

mutations and their manifestation in tumor progression are still not clear. The first exome 

sequencing study, in which recurrent somatic histone mutations have been identified, was 

carried out in 2012 and investigated genetic events of pediatric glioblastoma multiforme (GBM) 

[13]. It revealed mutations in the H3F3A gene encoding the histone variant H3.3 in 31% of the 

pediatric tumor samples. The mutations led to amino acid substitutions at two critical residues 

within the H3.3 histone tail (K27M and G34R/G34V) that were specific to GBM and highly 

prevalent in children and young adults. The presence of H3F3A mutations were strongly 

associated with alternative lengthening of telomers and specific gene expression profiles, 

particularly. More recently, these histone substitutions have also been described in diffuse 

pontine glioma (DIPG) [152] and lower-grade tumors such as pilocytic astrocytoma [153]. In 

DIPG, 78% of the sequenced samples carried mutations in the H3F3A or in the HIST1H3B 

gene encoding histone H3.1 (approximately 20% of K27M mutations were found in H3.1) 

[154]. Pontine gliomas affect very young children with a peak incidence at 6 years of age and 

9 months median survival. In addition, DIPG histone mutations are associated with a clinically 

and biologically distinct subgroup of patients with a more aggressive clinical course and worse 



25 

 

prognosis [155]. All long-term survivors of these tumors are H3 wild type indicating prognostic 

and therapeutic implications of H3 [155].  

In high-grade brain tumor samples, the identified K27M and G34R/V mutations are 

heterozygously expressed and mutually exclusive. They exhibit distinct gene expression 

profiles, DNA methylation patterns and age dependency [13], [156]. K27M mutations are more 

frequent in younger patients (5–29 years) while G34R/V mutations occur in slightly older 

patients (9–42 years). Tumors with mutated histones exhibit different localization patterns 

within the central nervous system. K27M tumors are primarily found in the midline locations 

(spinal cord, thalamus, pons, brainstem) and G34R/V tumors are mostly located in the cerebral 

hemispheres (frontal, parietal, occipital, and temporal lobes) [157], [158]. In addition, H3.3 

mutations show simultaneous overlapping with other specific mutations within the same tumor 

(e.g. ATRX/DAXX, TP53, PDGFRA [13], [155]) acting as driver mutations. Co-occurrence of 

H3.3 with ATRX or TP53 mutations is accompanied with higher abundance of copy number 

alterations, particularly [13]. Of note, the chromatin remodeler Atrx is specially involved in 

nucleosomal deposition of the H3.3 variant at telomers and pericentric heterochromatin [159], 

[160]. The localization and characteristics of the K27M and G34R/V mutations are summarized 

in Figure 9. 
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2.4.2. The link between K27M mutations and the Polycomb pathway  

 

Both H3K27M and H3G34R/V affect histone posttranslational modifications. G34R/V 

mutations are supposed to influence K36me2/3 levels on the same H3.3 tail, presumably 

through the inhibition of methyltransferase Setd2 [161] whereas K27M plays a dominant role 

in blocking the accumulation of repressive H3K27 methyl marks [161]–[164].  

 

 

Figure 9. Neuroanatomic and molecular consequence of H3.3K27M and H3.3G34R/V in 

gliomas. H3K27M mutations are predominantly found in midline locations. G34V or G34R 
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are found in cerebral cortical tumors. Gene alterations co-existing with histone mutations are 

listed. [165]. 

 

This dominant effect of the K27M mutation is irrespective of whether found in histone H3.1 or 

H3.3 and one mutant allele among 30 alleles encoding histone isoforms is already enough for 

the global H3K27 hypomethylation [161], [163], [166]. Moreover, quantitative mass 

spectrometry by Lewis et al. proved that the H3.3/H3.1 K27M protein is 3.63% (± 0.33) to 

17.61% (± 1.11) of total H3 in human DIPG samples [161] and this small population of mutant 

histones is sufficient for the loss of H3K27me2/me3. The explanation of this phenomenon is 

that methionine binds and stabilizes PRC2 thus it prevents the deposition of methyl groups 

[161], [167]. The binding and interaction between H3K27M and Ezh2 catalytic subunit of 

PRC2 is proved by immunoprecipitation [166] and binding partner analysis of photoreactive 

K27M containing peptides [161]. The biochemical background of this inhibition is the long, 

unbranched hydrophobic side chains of the methionine, which is capable of functioning as 

orthosteric inhibitor against Ezh2 SET domain. Consequently, transgenes containing K-to-M 

mutations at other known methylated lysines (H3K9M and H3K36M) are also sufficient to 

cause specific reduction in methylation through the inhibition of SET-domain enzymes [161], 

[168]. In this way, the gain-of-function effect of H3K27M contributes to transcriptional 

dysregulation indirectly through the alteration of the epigenetics landscape: genes, where 

H3K27me3 marks are reduced, are transcriptionally upregulated. The activation of the 

gliomapromoting candidate neural restricted transcription factor Olig2 is a good example of 

that upregulation [162], [166]. Surprisingly, aside from the global K27me3 hypomethylation 

H3K27M expressing cells show remaining K27me3 domains associated with gene silencing. 

Genes in this group also include cancer-associated genes, for instance p16INK4A and CDK6 

[162], [166]. 
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As discussed above, these studies described the epigenetic consequences of H3K27M missense 

mutation including perturbated H3K27me3 modification and decreased DNA methylation on 

oncogenic regions [162]. Recently it has also been found that special cell-of-origin condition 

with cooperating driver mutations (e.g. loss of p53 or active PDGFRA) is prerequisite for 

gliomagenesis [169]. Additional questions remain open regarding K27M histone mutations. 

Some of these connect to the biophysical properties of H3K27M histones and to the structural 

effect of substitution on the nucleosome architecture.  

 

2.5. Implications of Mll complex in brain tumor progression 

 

Although the novel studies of malignant brain tumors have mostly focused on oncohistones and 

proteins belonging to the Polycomb group [170], Mll proteins are also involved in the neoplastic 

phenotype. Inactivating mutations in MLL2 and MLL3 have been identified in 16% of pediatric 

medulloblastoma patients [171]. The majority of these mutations (nonsense mutations, out-of-

frame indels, or splice site mutations) results in protein products lacking the key 

methyltransferase domain. Parsons et al. have demonstrated that the Mll pathways are 

important to medulloblastomas and that Mll2 and Mll3 play a tumor suppressor role. 

Additionally, there is an identified Mll-Homeobox axis that significantly contributes to 

tumorigenic behavior of glioblastoma cancer stem cells [172]. Mll directly activates the 

Homeobox gene HOXA10 that activates a downstream Homeobox network and other genes 

previously characterized by playing a role in tumorigenesis. Expression level of MLL1 has also 

been found higher in glioma stem cells than matched non-stem tumor cells. Loss of MLL1 

reduces the expression of HIF transcripts and Hif2α protein and reduces glioma stem cell self-

renewal, growth, and tumorigenicity [173]. 
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2.6. Major determinants of the meiotic double-strand breaks in yeasts and humans 

 

A unique feature of the meiosis is the generation of DSBs during the early prophase I [174]. 

DSBs initiate the process of homologous recombination which is responsible for the 

maintenance of genetic diversity and the segregation of homologous chromosomes during the 

first meiotic nuclear division [175]. Meiotic DSBs across the genome are not randomly 

distributed but concentrate within discrete regions described as DSB hotspots. In 

Saccharomyces cerevisiae, these hotspots correlate with intergenic nucleosome depleted 

regions (NDR) near promoters and overlap with DSB-associated proteins such as Spo11 [176] 

and its subcomplexes like RMM (coalescence of Rec114, Mer2, and Mei4 proteins) [174]. 

Within this structural arrangement of meiotic chromosomes, hotspots reside in the chromatin 

loop regions, while the DSB machinery essential for the regulation and enzymatic induction of 

DSBs is bound to the axis [177], [178]. 

In Saccharomyces cerevisiae, potential candidate for the selection of DSB sites is the 

COMPASS histone methylase complex [100], [133]. Inactivation of the Set1 COMPASS 

subunit severely reduced the level and distribution of meiotic DNA breaks [179] similarly to 

reduced H3K4 trimethylation mark [180]. However, the H3K4me3 by itself has modest 

predictive power for determining hotspot strength and DSB frequency [181]. The link between 

the H3K4me3 and recombination initation might be the Spp1 subunit of COMPASS which is 

able to interact with both H3K4me2/3 and Mer2 (RMM complex) at the meiotic chromosomal 

axis [132], [133]. Tethering of Gal4BD-Spo11 fusion constructs (Spo11 fused to the DNA-

binding domain of Gal4) to cold regions within the genome of Saccharomyces cerevisiae 

promotes DSB formation and induces a repressive, distance-dependent effect affecting DSB 

distribution over a considerable margin [182], [183].   



30 

 

Somewhat differently from Saccharomyces cerevisiae, hotspot designation in mammals (H. 

sapiens and M. musculus) relies greatly upon the meiosis specific histone H3 methylase Prdm9 

[184]–[186]. Prdm9 is a histone methyltransferase expressed particularly in oocytes and 

spermatocytes [186], [187]. Knocking out of PRDM9 results in sterility in both sexes [187]. It 

binds a specific DNA motif through its highly polymorphic multi-Zn-finger domain and 

activates recombination by trimethylating histone H3K4 and H3K36 on adjacent nucleosomes 

[188]. Levels of H3K4me3 and H3K36me3 are highly correlated with DSB hotspots and 

presumably through recruiting chromatin modifying proteins H3K4me3 and H3K36me3 play a 

role in NDR formation [186], [189]. Most frequently, DSBs are created at these H3K4me3- and 

H3K36me3-marked NDRs [190], [191]. Genome-wide mapping of Prdm9 in mouse 

spermatocytes [192], [193] proved that both histone modifications are associated with Prdm9 

activity [188], the formation of DNA breaks by Spo11 [194] and the presence of DSB repair 

proteins such as Dmc1 and Rad51 [191].  

In addition to histone modifications, the regulation of DSB formation is also connected to the 

three-dimensional organization of the meiotic chromosomes. Sister chromatids in the early 

meiotic prophase are organized into a series of loops that are anchored to the proteinaceous 

chromosome axes [195]. Similarly to Saccharomyces cerevisiae, the mammalian DSB 

machinery, such as Mei4, Rec114, and Iho1 (orthologs of the RMM complex) are found in the 

chromosome axes [196], [197] and they are required for the Spo11-dependent DSB formation. 

In contrast, Prdm9 is mostly localized at the chromatin loops modifying the surrounding 

nucleosomes and generating a proper chromatin environment with the modifications [193], 

[198]. Presumably, following histone mark deposition, the Prdm9-bound hotspot DNA is 

brought to the chromosomal axis by the action of Prdm9-interacting proteins (e.g. Cxxc1, 

Ewsr1, Ehmt2 or Cdyl) [184], [198]. This event would ensure suitable spatial environment for 
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subsequent recombination events. This Prdm9-dependent mammalian model is comparable to 

the previously mentioned Spp1-dependent anchoring in Saccharomyces cerevisiae.   
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3.  AIMS OF THE STUDY 

 

The objectives were related to relevant topics of polycomb and trithorax field. One hand, I 

wanted to study the H3K27M oncohistone which is a newly described key player of the 

pediatric brain stem glioma and a less-characterized driver mutation. The role of Ezh2 (PRC2 

catalytic subunit) in tumor promoting mechanism of K27M is crucial, therefore my aims 

were to examine the transcriptional interference of H3K27M with Ezh2, respectively. On the 

other hand, I raised the question how Spp1 behaves differently from Set1 protein at the level 

of nuclear diffusion and what chromatin binding characteristics it has in terms of turnover 

and residence time. Here, the main goal was to prove that Spp1 has a COMPASS-

independent subpopulation in meiosis that manifests in altered nuclear dynamics and 

diffusion properties.  

 

My major goals were the followings:  

 In vitro reconstitution of H3K27M containing nucleosomes and study the methionine 

mutation and Ezh2 effect on nucleosome conformation using Förster resonance energy 

transfer-based approaches. 

 Analysis of H3.3K27M nuclear distribution in living cells and describe the salt-

dependent elution profile of chromatin incorporated H3.3K27M using laser-scanning 

cytometry (LSC). 

 Test the viability of Saccharomyces cerevisiae strains expressing H3K27M histones. 

 Study the diffusional properties of H3.3 wild type and H3.3K27M histones using FCS 

and FRAP techniques, and describe the transcriptional relationships of mutant histones 

and Ezh2 protein. 
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 Diffusional characterization of Spp1 and Set1 COMPASS subunits with FCS and FRAP 

techniques. 

 Quantitative analysis of Spp1 residence dynamics and turnover rate in meiosis using 

competition ChIP-Seq.   
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4.  MATERIALS AND METHODS 

 

4.1. In vitro nucleosome reconstitution 

 

Mononucleosomes were reconstituted using the modified salt-dialysis protocol of Luger et al. 

[199]. A schematic workflow is summarized in Figure 10. Briefly, fluorescently labeled 

Widom-601 positioning PCR amplicon (with length of 170 bp) [200] and recombinant Xenopus 

laevis histones were reconstituted into nucleosomes containing histone H3 wild type or 

H3K27M constructed by site-directed mutagenesis. Histone octamers were mixed with 

positioning DNA fragment in 2 M NaCl-TE buffer and reconstituted into nucleosomes with 

slow dialysis down to 5 mM NaCl-TE using Slyde-A-Lyzer Mini dialysis tube (7K MWCO, 

Thermo Scientific) and a second dialysis bag (Spectrapor 7K MWCO). In our energy transfer 

experiments the positioning DNA fragment was labelled at thymine nucleobases via C6-linker 

at -53 (Alexa 594) and +41 positions (Alexa 488) with respect to the dyad axis. In case of  

Ezh2/nucleosomes, the nucleosomes reconstituted by end-labeled DNA fragments were also 

analysed. Where needed, positioning DNA to histone octamer ratio was optimized between 

1:1.5 and 1:1.8 molar ratios in order to avoid aggregation. The ratio was adjusted in a way that 

less than 5% free DNA was visible after reconstitution. Nucleosome concentration following 

reconstitution was determined using a Cary 4E spectrophotometer. Nucleosome quality was 

validated on native PAGE, where a remarkable shift could be observed between free DNA and 

reconstituted nucleosomes. 
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Figure 10. Main steps of nucleosome reconstitution: Step 1: wild type or K27M mutant form 

of histone H3 gene was subcloned into pET-3a expression vector and induced by the addition 

of isopropyl-β-D-thiogalactopyranoside (IPTG) in BL21 (DE3) E. coli strain. Expression 

levels were analyzed by denaturing gel electrophoresis. Step 2:  This step included the 

purification of histone proteins with inclusion body preparation and gel filtration under 

denaturing conditions. Purified recombinant histones in equimolar concentration were 
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refolded into histone octamers and separated in Superdex-200 column. Step 3: Reconstitution 

of purified octamer and positioning DNA sequence into nucleosome core partice using salt 

gradient method. During reconstitution either end-labeled or internal-labeled dye positions 

were used.  Different migration of free DNA and nucleosomes (nucl) was validated on non-

denaturing polyacrylamide gels. 

 

4.2. Bulk FRET (µpsFRET) analysis using microplate scanning 

 

Since the radius of the nucleosome is ~5 nm, energy transfer efficiency (also known as 

proximity ratio in the ratiometric FRET methods) between labels attached to the DNA decreases 

from one to zero during the salt-induced dissociation (Figure 11). 
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Figure 11. Energy transfer efficiency as a function of the distance between the dyes with 

Förster radius R0 of 5 nm. 

 

In order to determine the average proximity ratios at the level of nucleosome populations 

Typhoon 9400 (GE Healthcare) variable mode fluorescence scanner was used. Samples in 

experimental buffer with different NaCl concentrations were incubated in 384-well microplates 

prior to the measurement (µpsFRET). The final concentration of labeled nucleosomes was 

approximately 1 nM. All images were acquired with 100 µm pixel resolution in a way that the 

image plane was set 3 mm above the scanner surface. Fluorescent emission was detected in 

three spectral channels: donor channel (excitation at 488 nm, detection at 500-540 nm); acceptor 

channel (excitation at 532 nm, detection at 595-625 nm); energy transfer channel (excitation at 

488 nm, detection at 595-625 nm). Detection voltages of the two photomultiplier tubes (PMT) 

were set between 600 V and 700 V. Proximity ratios were calculated based on intensity values 

of each acquired image and plotted against the increasing NaCl concentration using the Image 

Quant software. As with spFRET measurements, correction factors were determined prior to 

each measurement. 

 

4.3. Single-pair FRET experiments 

 

For spFRET measurements intact nucleosomes were freshly diluted in a 0.02 µm-filtered 

experimental buffer with different concentrations of NaCl in 10 mM Tris-HCl, 0.1 mM EDTA, 

pH 7.5, supplemented with 0.01% Nonidet P40 and 1 mM ascorbic acid in order to avoid 

photobleaching. Nucleosomes were placed into 384-well microplates (SensoPlate Plus, Greiner 

Bio-One) previously passivated with Sigmacote® (Sigma-Aldrich). The final concentration of 

labeled nucleosomes was approximately 50 pM supplemented with 250 pM of unlabeled 
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nucleosomes to prevent dissociations caused by low nucleosome concentration. Experiments 

were carried out using a specific confocal system [201] illuminated continuously with a 491 nm 

laser (Cobolt) for excitation. Prior to burst analysis the nucleosomes were incubated with or 

without the Ezh2 complex (Active Motif, containing Ezh2, Eed1, Suz12 proteins) for 60 

minutes at room temperature in experimental buffer. The confocal volume was calibrated with 

Alexa 488 fluorophore using an ALV5000/E autocorrelator (ALV-Laser GmbH., Langen, 

Germany), and autocorrelation curves were fitted. After donor excitation fluorescent emission 

was separated into two detection windows for donor (520-560 nm) and acceptor (>600 nm). 

Emitted photons were collected by two avalanche photodiodes (APD, Perkin Elmer 

Optoelectronics). Single molecule bursts were collected by TimeHarp2000 (PicoQuant), and 

analyzed by the software Frettchen [201], [202] where one burst was defined as a group of at 

least 50 photons with a mutual separation of less than 120 µs. Proximity ratio (P) histograms 

were plotted based on the selected single events and analyzed by IGOR Pro software 

(WaveMetrics). P is related to the energy transfer efficiency depending on the distance between 

the fluorophores: 

 

𝑃 =  
𝑁𝐴

𝑁𝐴 +  𝑁𝐷
 

Equation 1. 

 

where NA and ND represent the number of detected photons in the respective channels. In both 

spFRET and bulk systems the correction factors (background and cross talk) needed for P 

determination were defined in independent measurements. 
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4.4. In situ salt elution assay using laser scanning cytometry 

 

Embedding of live HeLa cells constitutively expressing pEGFP-N1-H3.3 or pEGFP-N1-

H3.3K27M into 8-well chambers (Ibidi, Martinsried, Germany) and their quantitative 

microscopy after salt treatment were based on the protocol of Imre et al. [203]. Briefly, cell 

suspension containing 6 × 106 cells/ml was mixed with 1% LMP  (low melting point) agarose 

diluted in 1x PBS and was dispensed onto agarose pre-coated Ibidi wells at 37 °C. Embedded 

cells were covered and left to sediment on the well surface for 4 minutes at 37 °C, then they 

were left to polymerize on ice for 2 minutes. After washing with 500 µl ice cold 1x PBS (three 

times, three minutes), permeabilization was carried out with 500 µl ice cold 1% (v/v) Triton X-

100 dissolved in 1x PBS/EDTA (5 mM EDTA in PBS) for 10 minutes. Aſter permeabilization, 

nuclei were washed again with 500 µl ice cold 1x PBS/EDTA (three times, three minutes) and 

were treated with different concentrations of NaCl. NaCl solutions were diluted in 1x 

PBS/EDTA supplemented with X mM NaCl. The salt elution range was 0 mM-1400 mM NaCl 

in histone eviction assay and 0-400 mM NaCl in Ezh2 assay. Intensity of the remaining EGFP-

tagged histones or immunolabeled Ezh2 aſter treatment with increasing concentration of NaCl 

was quantitatively analyzed by LSC. The workflow of the protocol is summarized in Figure 

12. 
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Figure 12. Flowchart of the salt elution method. EGFP-tagged histones remaining in the 

nuclei aſter treatment with increasing NaCl concentration. Histones were detected and 

quantitatively analyzed by laser scanning cytometry (LSC). Similar workflow was applied in 

the Ezh2 assay, where the remaining Ezh2 was analyzed using indirect immunofluorescent 

labeling. 

 

4.5. Growth and viability of control and H3K27M mutant Saccharomyces cerevisiae 

 

Control (H3 wild type), H3K27M, and K27R/Q mutant budding yeast cells were established in 

the SK1 genomic background by plasmid shuffling technique [204]. Cells were grown to an 

optical density (OD600) of 0.7-1.0 and ten-fold serial dilutions were spotted onto fresh plates 

of various metabolite and drug composition. Colony sizes were checked after two days of 

Elution of EGFP tagged H3.3 WT or H3.3K27M

Elution of EZH2 in stable transfected EGFP H3.3/K27M HELA

Agarose embedded live HELA cells 

H3.3 H3.3K27M

H3.3 H3.3K27M

Agarose embedded live HELA cells Permeabilization
(1% TritonX-100)

Permeabilization
(1% TritonX-100)

Washing with increasing 
NaCl (0 - 1,4 M)

After NaCl (0 - 400 mM)
Labeling of EZH2 with Alexa 647

Isolated nuclei Eviction of incorporated EGFP-histones

Isolated nuclei Eviction of EZH2

1 2 3

1 2 3



41 

 

growth at 30 ºC. Kinetic growth measurements were performed in various liquid cultures, and 

optical densities were tracked for 24 hours. OD600 values higher than 1.5 were extrapolated 

from diluted cultures, corrected with the dilution factor. Sporulation was induced in diploid 

plasmid shuffle strains using 1% (w/v) potassium acetate as non-fermentable carbon source. 

After 24 hours of sporulation at 30 ºC, ascus sacs were digested by Zymolyase 20T (MP 

Biomedicals) at 30 ºC for 10 minutes, and tetrads were dissected using a micromanipulator. 

Fertility (spore viability) was determined by counting the number of viable spores after two 

days of growth on YPD plates. 

 

4.6. Cell culture and transfection 

 

HeLa cells were grown in RPMI-1640 (Sigma, R5886) supplemented with 10% (v/v) fetal calf 

serum, 2 mM glutamine, penicillin and streptomycin, in 5% CO2 humidified chamber. 

H3.3K27M point-mutation was introduced into a pEGFP-N1-H3.3 and pmCherry-N1-H3.3 

plasmid [205], using the quick change mutagenesis technique. EZH2 was PCR amplified from 

the NM_004456 (EZH2) Human cDNA ORF Clone (OriGene), and the amplicon was cloned 

into a pEGFP-N1 and pmCherry-N1 plasmid, respectively. Transient and stable transfections 

of pEGFP-N1-H3.3 / H3K27M, pmCherry-N1-H3.3 / H3K27M, alone or in combination with  

pEGFP-N1-EZH2 or pmCherry-N1-EZH2, were carried out by Lipofectamine 2000 

(Invitrogen) or polyethylenimine PEI-B [206] according to the manufacturer’s 

recommendations. Single- and co-transfected cells were analyzed by FRAP, FCS and CLSM, 

respectively. Prior to FRAP and FCS measurements, RPMI-1640 was changed to phenol-red 

free RPMI or Hank's balanced salt solution (HBSS). Where indicated, cells were pre-treated for 

60 minutes before each measurement with actinomycin D (act D, 5 µg/ml), cycloheximide 

(CHX, 20 µg/ml) and flavopiridol (flav, 100 nM). 
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4.7. Confocal laser scanning microscopic (CLSM) analysis 

 

HeLa cells were fixed with 1% formaldehyde prior to each measurement. CLSM images were 

acquired using Olympus FluoView 1000 confocal microscope supplied with a 60x oil 

immersion objective (NA 1.35). Excitation and emission filters were as follows: EGFP, 488 nm 

excitation, 500-540 nm detection; mCherry, 543 nm excitation, 600-680 nm detection. Ten 

optical slices having a thickness of 0.7-1.1 µm were collected from each nucleus, applying the 

Kalman filter mode to reduce noise and alternative excitation to exclude crosstalk. 

Colocalization between Ezh2-mCherry and H3.3-EGFP or H3.3K27M-EGFP was computed by 

the JACoP plugin in ImageJ [207].  

 

4.8. Fluorescence recovery after photobleaching 

 

4.8.1. Recovery of histone H3.3/H3.3K27M-EGFP and Ezh2-EGFP in HeLa cells 

 

FRAP measurements were performed in HeLa cells using Olympus FluoView 1000 confocal 

microscope, based on an inverted IX-81 stand with an UPlanAPO 60x (NA 1.2) water 

immersion objective. EGFP was excited by the 488 nm Argon-ion laser line and fluorescence 

was detected through a 500-550 nm band-pass filter. In the histone FRAP measurements, H3.3-

EGFP or H3.3K27M-EGFP HeLa cells were randomly selected and five pre-bleach images 

were taken (256×256-pixel area, 10x zoom, ~9 µW laser power at the objective) which was 

followed by a 500 ms bleach period of 100% laser power (900 µW). Rectangular areas were 

selected as bleach ROIs. In the first 90 minutes, images were acquired every ten minutes and 

then every 30 minutes, up to 420 minutes (7 hours). Transcription was inhibited by flavopiridol 
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(100 nM) or actinomycin D (5 µg/ml), while translation was repressed by cycloheximide (20 

µg/ml). Drugs were added 60 minutes before the onset of measurements. Actinomycin D caused 

a significant (~90%) loss of the initial (pre-bleach) EGFP signal, preventing the long-term 

tracking of fluorescence recoveries. At these timepoints, FRAP recoveries were estimated by 

extrapolation (applying logistic regression) that allowed us to approximate the immobile 

fractions of histones H3.3 / H3.3K27M. FRAP experiments on Ezh2-EGFP was performed 

under similar conditions to those on histones (photobleaching parameters and confocal setup 

were the same), except that the fast-recovering Ezh2-EGFP fluorescent signal was tracked for 

only ten seconds. 

  

4.8.2. Recovery of Set1-GFP or Spp1-GFP in Saccharomyces cerevisiae 

 

FRAP measurements were performed in sporulating yeast cells (between 0-6 hrs in SPM) using 

an Olympus FluoView 1000 confocal microscope, based on an inverted IX-81 stand with an 

UPlanAPO 60x (NA 1.2) water immersion objective. Samples were taken every hour from 

standard liquid sporulation cultures and measurements were carried out on microscope slides 

covered with 1% potassium acetate pad. GFP was excited by the 488 nm Argon-ion laser line 

and fluorescence was detected through a 500-550 nm band-pass filter. Cells expressing the 

Set1-GFP or Spp1-GFP proteins were randomly selected after CuSO4 induction (100 µM) and 

five pre-bleach images were taken (256 × 256-pixel area, 15x zoom, ∼9 μW laser power at the 

objective) followed by a 500 ms bleach period of 100% laser power (900 μW). Images were 

taken every second up to 1 minute. 
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4.9.   Fluorescence correlation spectroscopy 

 

4.9.1. H3.3 and H3.3K27M measurements in HeLa cells 

 

HeLa cells were transfected by H3.3-EGFP or H3.3K27M-EGFP and analysed by a special 

fluorescence fluctuation microscope (FFM) [208] that combines fluorescence correlation 

spectroscopy (FCS) and confocal laser scanning microscopy (CLSM). The FFM consists of an 

FCS module combined with inverted IX-70 microscope (Olympus, Hamburg, Germany), 

supplied with an UplanApo / IR 606 water immersion objective lens (NA 1.2) and a 5% CO2 

humidified, constant temperature chamber. Fluorescence excitation of EGFP was elicited by a 

Cobolt laser (at 491 nm, 5-15 µW outgoing power, 1 µW excitation power at the objective). 

EGFP emission was detected through a 515-545 nm band-pass filter using an avalanche 

photodiode (APD). Measurements were conducted at 37 °C. 

 

4.9.2. Ezh2 measurements in HeLa cells 

 

HeLa cells were transiently transfected with Ezh2-EGFP and analysed by Olympus FluoView 

1000 confocal microscope (described in the FRAP experiments). Autocorrelation curves were 

calculated by an ALV-5000E correlation card at three randomly selected points of the nucleus 

of each cell, with 10 × 8 s runs. All measurements were performed at room temperature (22 

°C). 
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4.9.3. Set1 and Spp1 measurements in Saccharomyces cerevisiae  

 

Set1 and Spp1 FCS measurements were all performed at room temperature (22 °C) using 

Olympus FluoView 1000 confocal microscope. Sporulating yeast cells were taken every hour 

from liquid sporulation cultures and FCS was performed on microscope slides covered with 1% 

potassium acetate pad. Autocorrelation curves were calculated by an ALV-5000E correlation 

card at three randomly selected points of each nuclei, with 10 × 8 s runs. In case of rich medium, 

cells were grown in YPD medium up to A260 = 1.0 and were measured on pre-coated 

microscope slide covered with YPD agar following induction (workflow of FCS and FRAP 

experiments carried out in yeasts is summarized in Figure 13). 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 13. Schematic diagram of yeast experiments. Strains with inducible GFP-Set1 or 

GFP-Spp1 construct were grown in starting culture to early exponential phase and following 

CuSO4 treatment were further incubated either in SPM (meiotic measurements) or YPD 
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(vegetative measurements). In SPM, cells were dropped onto potassium acetate pad in every 

hour. Diffusion properties of induced Spp1 or Set1 were studied with FRAP and FCS. 
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4.9.4. FCS data processing 

 

FCS data processing and autocorrelation curve fitting were performed by the QuickFit 3.0 

software (Krieger, Jan; http://www.dkfz.de/Macromol/quickfit/) applying a 3D normal 

diffusion model for two-component fitting as follows: 

 

𝐺(𝜏) =  
1

𝑁
[𝜌1 (1 + 

𝜏

𝜏1
)

−1

(1 + 
𝜏

𝛾2𝜏1
)

−
1
2

+ 𝜌2 (1 + 
𝜏

𝜏2
)

−1

(1 +  
𝜏

𝛾2𝜏2
)

−
1
2

] 

Equation 2. 

 

where τ is the lag time, τ1 and τ2 are the diffusion times of the fast and slow species, ρ1 and ρ2 

= 1−ρ1 are the fractional amplitudes of the two components, N is the average number of 

molecules in the detection volume, and γ is the aspect ratio of the ellipsoidal detection volume. 

Autocorrelation curves distorted by aggregates floating through the focus were excluded from 

the analysis. 

 

4.10. Spp1 c-ChIP experiments in Saccharomyces cerevisiae 

 

4.10.1. c-ChIP protocol 

 

50 mL of meiotic yeast cells (4 × 107 cells/ml) were collected at the indicated timepoints and 

crosslinked with 1% formaldehyde for 20 min at room temperature. Formaldehyde was 

quenched with 125 mM glycine for 5 min at room temperature, and cells were washed three 

times with ice-cold 1x TBS, pH 7.5 (20 mM Tris HCl at pH 7.5, 150 mM NaCl). Cells were 

resuspended in 500 µL of lysis buffer (50 mM Hepes KOH at pH 7.5, 140 mM NaCl, 1 mM 
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EDTA, 1% Triton X-100, 0.1% Na-deoxycholate, 1 tablet of complete inhibitor cocktail 

(Roche) in 50 mL solution) and lysed with acid-washed glass beads for 10 min in a FastPrep 

bead beater machine. Chromatin samples were fragmented to an average size of 300 bp by 

sonication (Bioruptor, Diagenode). In order to obtain whole-cell extract (WCE), a 50 µL pre-

IP sample was removed and centrifuged at full speed for 10 sec to separate cell debris 

(supernatant = WCE). The rest of the samples was also centrifuged at 12,000 rpm (4 °C) for 20 

sec to separate cell debris. IP was performed by adding the 450-µl extract to a pellet of magnetic 

protein G dynabeads (Dynal), corresponding to 50 µl or 2 × 107 beads, which were preincubated 

with 9E11 (monoclonal mouse anti-myc, ab56, Abcam) or anti-GFP (polyclonal rabbit, ab290, 

Abcam) antibodies overnight at 4 °C. IP samples were washed twice with lysis buffer, twice 

with lysis buffer supplemented with 360 mM NaCl, twice with washing buffer (10 mM Tris 

HCl at pH 8.0, 250 mM LiCl, 0.5% NP-40, 0.5% Na-deoxycholate, 1 mM EDTA), and finally 

once with 1x TE at pH 7.5, using the magnetic device supplied by Dynal. Cross-linking was 

reversed by heating in TE-1% SDS overnight at 65 °C. Afterwards, proteins were digested with 

proteinase K (12 µl of 20 mg/ml stock) for 3 h at 65 °C. Nucleic acids were purified using a 

PCR clean up kit and RNA digestion (10 µg RNase) was carried out for 1 h at 37 °C. DNA was 

finally resuspended in 50 µl nuclease-free dH2O. ChIP protocol was carried out with help of 

Ibolya Fürtös. 

 

4.10.2. c-ChIP sequencing library preparation 

 

Sequencing libraries were prepared according to the Illumina’s TruSeq ChIP Sample 

Preparation protocol. Briefly, the enriched ChIP DNA was end-repaired and indexed adapters 

were ligated to the inserts. Purified ligation products were then amplified by PCR. Amplified 

libraries were prepared at the Genomic Medicine and Bioinformatics Core Facility of the 
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University of Debrecen, Hungary [209]. The libraries were sequenced using 50 bp single end 

reads with Illumina HiScan SQ (Genomic Medicine and Bioinformatics Core Facility of the 

University of Debrecen); or with Illumina HiSeq 2500 (EMBL Genomics Core Facility, 

Heidelberg, Germany). 

 

4.10.3. Turnover rate estimation from c-ChIP data 

 

Average coverage (i.e. the occupancy) of the Spp1 binding sites were calculated using both the 

GFP- and MYC competition ChIP-seq data for each timepoint separately. Next, GFP/MYC 

occupancy ratios were calculated and the same exponential model was fitted according to Deal 

et al. [210]: 

 

𝐺𝐹𝑃

𝑀𝑌𝐶
 = 1 −  𝑒−𝜆𝑡 

Equation 3. 

 

where  
𝐺𝐹𝑃

𝑀𝑌𝐶
  is the GFP/MYC occupancy ratio, 𝑒 is the mathematical constant ~2.72, t is the 

time in minutes measured from the induction of the GFP-tagged Spp1 gene and 𝜆 is the turnover 

rate. This model is identical to the model used by others [211], [212]. After fitting the model, 

the standard error of the estimates was calculated and a t-test was performed to evaluate the 

goodness of fit of the model. In total, 977 binding sites could be described with the model (p-

value < 0.05). 
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5. RESULTS 

 

5.1. Characterization of the structure of K27M nucleosomes by Förster resonance 

energy transfer (FRET) 

 

In order to determine how lysine 27 to methionine substitution affects the stability of 

nucleosomes carrying this mutation, Förster resonance energy transfer method was applied to 

analyze nucleosome conformation and dynamics. K27M point mutation was introduced into a 

recombinant histone H3 using in vitro mutagenesis protocol and it was expressed in BL21 

(DE3) E. coli in order to obtain H3K27M mutant nucleosomes. The expression protocol was 

based on a pET3a IPTG inducible expression system optimized for the individual histone 

proteins. The expression and purification of H3K27M histones resulted in similar efficiency 

and yield to canonical histones and did not show sensitivity to the introduced amino acid 

substitution. We successfully applied this protocol for the canonical histones as well and 

assembled the purified histones into wild type (containing two copies of H2A, H2B, H3, H4) 

or mutant octamers (containing two copies of H2A, H2B, H3K27M, H4). Then, we combined 

and reconstituted these octamers into nucleosomes with a Selex 601 (Widom 601) positioning 

DNA. In order to apply the downstream FRET analyses we incorporated fluorescent tags into 

the Widom 601 sequence creating suitable donor/acceptor fluorophore pairs. The K27M 

mutation did not perturbate the reconstitution protocol and the mutant nucleosomes produce 

similar migration profile on native gel as their wild type counterparts (Figure 14).  
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Figure 14. Validation of reconstituted wild type and mutant nucleosomes on native 6% 

polyacrylamide gel. The molar ratio between DNA and octamer was optimized between 

1:1.6 and 1:2. The gel demonstrates the improper (excess 170 bp Widom-601 DNA) and 

proper ratio, respectively.  

 

Then, we measured the equilibrium stability of wild type nucleosomes and nucleosomes with 

histone H3K27M by microplate-scanning FRET (μpsFRET) (Figure 15). This method allows 

to analyze the nucleosome structure under bulk conditions and it applies a commercial 

multimode scanner to image fluorescence from a section of a microplate filled with the labeled 

wild type or mutant nucleosomes. Energy transfer proximity ratios (P) were computed at 

gradually increasing salt concentrations that elicited nucleosome disassembly in well-controlled 

way. The comparison of the dissociation kinetics of wild type and mutant samples showed a 

small reduction in salt-dependent stability of K27M nucleosomes; however, the difference was 

not statistically significant.  
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Figure 15. Salt-dependent destabilization of wild type (blue) and H3K27M (red) 

nucleosomes measured by bulk μpsFRET. The decrease of proximity ratios (P) reflects 

nucleosome dissociation. Curves represent the mean of five independent experiments  

(± SD). 

 

Next, supplementation of the reconstituted nucleosomes with a recombinant Ezh2-complex 

(contains Ezh2, Eed and Suz12 proteins) resulted in no detectable changes regarding 

nucleosome stability (Figure 16). In these experiments the question was whether the Ezh2 is 

able to bind to the methionine residue under this condition and how the interaction of the Ezh2 

complex influences the stability of the nucleosome [161], [213].  
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Figure 16. Left: Salt-dependent destabilization of H3K27M nucleosomes with (red) or 

without (blue) Ezh2 complex. Right: Wild type (blue) or H3K27M (red) nucleosome 

stability in the vicinity of Ezh2 complex. The curves demonstrates the dissociation of end-

labeled nucleosomes 

 

Since the properties of individual nucleosomes are averaged in these bulk FRET measurements, 

subtle differences might remain undetected over the whole molecular assembly process. 

Therefore, we repeated the salt dissociation measurements using spFRET that allows us to track 

potential subpopulations of nucleosomes. In the spFRET setup, 50 pM fluorescent nucleosomes 

were mixed with 250 nM of unlabeled nucleosomes, and proximity ratio histograms were 

recorded for a range of salt concentrations (Figure 17). At the level of individual nucleosomes, 

the disassembly process did not reveal a significant difference or structural heterogeneity 

between wild type and H3K27M nucleosomes. This implies that nucleosomes with H3K27M 

histones maintain a canonical molecular architecture. 
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Figure 17. Structural analysis of wild type and H3K27M nucleosomes at single molecule 

level with spFRET. The figure shows the distribution of P on single nucleosomes. Wild type 
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(dark blue), H3K27M (red) nucleosomes, and free DNA (light blue) were measured in 

parallel at various salt concentrations. Intact nucleosomes appear at a P of ~0.4. 

 

5.2. In situ salt elution assay of H3.3K27M and Ezh2 

 

The in situ salt elution assay protocol (described and optimized by Imre et al. [203]) allowed 

us to examine nucleosome stability in close to native chromatin context. With this current 

approach, we were able to compare the stability of chromatin-incorporated nucleosomes 

containing the H3.3K27M histones to the incorporated wild type nucleosomes. Moreover, in a 

modified salt range we observed the elution profile of Ezh2 in HeLa cells transfected with H3.3 

wild type or H3.3K27M transgene.   

Based on three independent experiments we concluded that K27M substitution did not alter the 

incorporation property of the H3.3 histone. Similarly, the Ezh2 elution profile was not affected 

by the K27M mutation either (Figure 18). Our assay implies that the interaction between Ezh2 

and methionine [161] does not influence the chromatin incorporation of H3.3K27M histones. 

Surprisingly, we could reproduce the same difference in 1100 mM NaCl concentration (Figure 

18, right). 
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Figure 18.  Salt elution profiles of Ezh2 after H3.3-EGFP or H3.3K27M-EGFP 

transfection (left) and H3.3-EGFP, H3.3K27M-EGFP (right). The decreasing fluorescent 

signal indicates the eluting proteins due to increasing ionic strength. The columns were 

plotted based on three independent experiments and were normalized to the no-salt 

(maximum intensity) control. Error bars represent SD of the mean. 

 

5.3. The effect of K27M mutation on the proliferative capacity and stress tolerance of 

H3K27M-expressing budding yeast cells 

 

Since Saccharomyces cerevisiae encodes only two copies of each histone gene (HHT1 / HHT2: 

histone H3; HHF1 / HHF2: histone H4; HTA1 / HTA2: histone H2A; HTB1 / HTB2: histone 

H2B), therefore the construction and genetic analysis of homozygote H3K27M mutants could 

be feasible. We introduced the K27M point mutation into the HHT2 gene (coded by a pCEN-

ARS-hht2K27M-HHF2-TRP1 plasmid), and transformed it into an hht1∆ recipient strain 

expressing histone H3 (Hht2) from a URA3 plasmid (pCEN-ARS-HHT2-HHF2-URA3). Wild 

type ura+ and mutant trp+ plasmids were exchanged by plasmid shuffling [214], and trp+/ura+ 

colonies were selected and validated by Sanger sequencing for the presence of the homozygous 

mutation. As budding yeasts lack the polycomb repression and H3K27 methylation system, 

H3K27R and H3K27Q mutants were also built as controls for K27M (having different 
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molecular weights and charge compared to methionine).  Genotypes of the shuffle strains are 

listed in Table 1.  

 

Strain Ploidy Backgr. Genotype 

AND1640 2n SK1 

MatA/ Matα, DMC1/ DMC1, leu2/ leu2, hhf1::HphMX/ hhf1::HphMX, 

hhf2::G418/ hhf2::G418, trp1/ trp1, his4/ his4, ura3/ ura3, p(HHT2, 

HHF2, URA3) 

AND1640-

K27Q 
2n SK1 AND1640, p(hht2-K27Q, HHF2, TRP1) 

AND1640-

K27R 
2n SK1 AND1640, p(hht2-K27R, HHF2, TRP1) 

AND1640-

K27M 
2n SK1 AND1640, p(hht2-K27M, HHF2, TRP1) 

ANT1318-10C n SK1 
MatA, DMC1, leu2, hht1::HphMX, hht2::G418, trp1, his4, ura3, p(HHT2, 

HHF2, URA3) 

ANT1318-10C-

K27Q 
n SK1 

MatA, DMC1, leu2, hht1::HphMX, hht2::G418, trp1, his4, ura3, p(hht2-

K27Q, HHF2, URA3) 

ANT1318-10C-

K27R 
n SK1 

MatA, DMC1, leu2, hht1::HphMX, hht2::G418, trp1, his4, ura3, p(hht2-

K27R, HHF2, URA3) 

ANT1318-10C-

K27M 
n SK1 

MatA, DMC1, leu2, hht1::HphMX, hht2::G418, trp1, his4, ura3, p(hht2-

K27M, HHF2, URA3) 

 

Table 1. Genotypes of the yeast strains used for proliferation and sporulation assays. Each 

histone mutation was introduced by plasmid shuffle technique and validated by Sanger 

sequencing. 

 

Growth and survival of the test strains were monitored in kinetic and end-point growth assays 

that were performed under various metabolic and stress conditions (Figure 19/A and Figure 

19/B). The process of sporulation and meiosis were tested in diploid K27M strains to assess 

differentiation capacity and fertility (Figure 19/C). We found similar growth characteristics 

and stress tolerance in all tested conditions, suggesting that the basic metabolic processes, repair 

mechanisms and meiotic differentiation of yeast cells were not perturbed by the homozygous 

expression of histone H3K27M. 
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Figure 19. (A) The growth of Saccharomyces cerevisiae in liquid cultures was monitored 

by measuring the absorbance (OD600) in rich medium (YPD), YP-galactose (YPGal) and 

YP-lactate (YPLac) over 24 hours.  Similar growth curves were obtained for the control 

and H3K27M cells, independent from the metabolic condition. (B) End-point growth 

measurement (spot assay) of different H3K27 mutant strains (H3K27M, H3K27Q and 
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H3K27R) in various metabolic and stress conditions. Overnight cultures were serially 

diluted and spotted on the indicated plates. The mutant strains did not show any growth 

defects under the tested conditions. (C) Wild type and H3K27M diploid strains were passed 

through the germline by meiosis and sporulation. There was no significant difference 

between the fertility of wild type and K27M strains assessed by the number of viable 

spores. MMS: Methyl methanesulfonate; HU: Hydroxyurea; CPT: Camptothecin. 

 

5.4. Microscopic analysis of the nuclear distribution of wild type and H3K27M 

nucleosomes in relation to Ezh2 

 

As opposed to yeasts, H3.3K27M mutation has a dominant negative character in humans that 

makes functional studies possible in the genetic context of endogenous (wild type) H3.3 

expression. We tagged Ezh2 with mCherry and co-expressed the fusion protein with H3.3-

EGFP or H3.3K27M-EGFP in live HeLa cells. We used confocal laser scanning microscopy 

(CLSM) to analyze the subcellular distribution of Ezh2-mCherry in relation to H3.3-EGFP and 

H3.3K27M-EGFP (Figure 20).  
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Figure 20. Confocal laser scanning microscopy was performed in HeLa cells expressing 

H3.3-EGFP or H3.3K27M-EGFP (green) and Ezh2-mCherry (red). Representative optical 

stacks are shown. Scale bar: 5 µm. Top: Nuclear distribution of H3.3-EGFP / H3.3K27M-

EGFP and Ezh2-mCherry under normal growth condition (ctrl) and after transcriptional 
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inhibition induced by actinomycin D (act D, 5 µg/ml, 60 min) or flavopiridol (flav, 100 nM, 

60 min). Bottom: Quantification of colocalization between H3.3-EGFP / H3.3K27M-EGFP 

and Ezh2-mCherry based on the Manders correlation coefficient. The Manders 1 (M1) 

parameter represents the fraction of H3.3-EGFP or H3.3K27M-EGFP overlapping with 

Ezh2-mCherry. The Manders 2 (M2) parameter corresponds to the fraction of Ezh2-mCherry 

overlapping with H3.3-EGFP or H3.3K27M-EGFP. For statistical analysis, two-tailed t-tests 

were performed at a level of significance of 0.05 (* p<0.05). The number of cases (N) was ≥ 

60. Median values are indicated in the boxplots. 

 

Based on the Manders’ colocalization coefficients [215], [216], about half of the Ezh2 pool 

overlapped with histone H3.3 or H3.3K27M, while the other half occupied distinct nuclear 

compartments (Figure 20 and Figure 21). K27M mutation or transcriptional inhibition elicited 

by actinomycin D and flavopiridol treatments did not change significantly the pattern of 

colocalization and genomic distribution of Ezh2. 
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Figure 21.  Representative optical stacks of H3.3/H3.3K27M-EGFP and Ezh2 nuclear 

distribution in higher magnification.  

 

 

5.5. Kinetics study of Ezh2 and H3.3K27M at various spatial and temporal resolutions 

 

5.5.1. Measuring the kinetics of H3.3K27M nucleosomes and Ezh2 in live cells 

using FRAP 

 

We performed kinetics measurements to assess the diffusional properties of Ezh2, H3.3 and 

H3.3K27M histones at various spatial and temporal resolutions. We studied HeLa cells stably 

expressing histone H3.3-EGFP or H3.3K27M-EGFP and Ezh2-EGFP in the presence of wild 

type or K27M mutant histones by FRAP analysis. Transcription dependence of 

H3.3/H3.3K27M-EGFP and Ezh2-EGFP mobility was assessed by comparing control and 

transcriptionally stressed HeLa cells. Different time course was used for the measurements; 

long-term - up to eight hours - for the core histone molecules and short-term - seconds - for the 

fast Ezh2 molecules that recovers as fast as most transcription factors [217], [218]. In the 

histone FRAP experiments, nascent protein synthesis was inhibited by cycloheximide (CHX) 

to avoid the perturbing effect of newly translated histone-EGFP molecules. In each 

measurement, EGFP fluorescence was bleached with a high intensity laser pulse and intensity 

changes were tracked within the bleached regions, in the total nuclei and in randomly selected 

regions outside of the nuclei that were used for background subtraction. FRAP curves were 

obtained by normalizing the background subtracted signal with the mean pre-bleach signal and 

at the same time, correcting for the decrease of total fluorescence due to the initial high-intensity 

laser pulse and bleaching upon post-bleach imaging [218], [219]. We found that recovery of 
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H3.3/H3.3K27M-EGFP and Ezh2-EGFP fluorescence was independent from K27M mutation 

status, but it was transcription dependent (Figure 22). 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 22.  FRAP recovery curves of histone measurements.  

 

The recovery of H3.3/H3.3K27M-EGFP fluorescence did not reach the initial pre-bleach value 

since most histone molecules remained in the slowly exchanging fraction. Actinomycin D 

increased the immobile (unrecovered) fraction of H3.3 and H3.3K27M (from 55% to 85%), 

suggesting strong and direct chromatin binding depending on the process of transcription. 

However, it is worth mentioning that actinomycin D had a fading effect on histone-EGFP 

expressing cells in the long-term measurements. Therefore, in contrast to 8 hours long 

flavopiridol experiments, actinomycin D treated cells were monitored for only 180 minutes. We 

observed that 5 �g/ml actinomycin D treatment results in a continous decrease of EGFP signal 

even in low laser intensity (Figure 23). Since histone repopulation was examined over 8 hours 
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in optimal case, this phenomenon prevented the complete quantification of kinetics and allowed 

monitoring for 180 minutes. After the third hour, nuclei became too faded for further evaluation.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 23.  EGFP fading effect of actinomycin D during long-term FRAP measurements. The 

curve shows a faster decay in the histone-EGFP signal compared to the control (non-treated) 

sample. 

 

Interestingly, the pTEFb (transcriptional elongation factor) inhibitor flavopiridol [220] did not 

change significantly the repopulation rate of H3.3/H3.3K27M histones implicating that nascent 

RNA elongation was nonessential for the chromatin binding of H3.3. The same general pattern 

was observed after cycloheximide treatment, i.e. most recovery events involved pre-existing 

histones.  

Contrary to more static histone molecules, Ezh2-EGFP fully recovered in less than ten seconds 

under normal growth conditions, lacking an apparent immobile fraction. Flavopiridol and 

t (min)

0 2 4 6 8 10

N
or

m
al

iz
ed

 in
te

ns
ity

 (±
SD

)

0.0

0.2

0.4

0.6

0.8

1.0
control
act D 



66 
 

actinomycin D treatments induced the formation of a stable immobile fraction of Ezh2 (15% 

and 35%, respectively). These results suggest that Ezh2 has a non-canonical cellular pool that 

is associated with active transcription, but it is independent from H3.3K27M mutation (Figure 

24).   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 24.  Recovery curves of Ezh2-EGFP in the presence of wild type (H3.3-mCherry) or 

mutant (H3.3K27M-mCherry) nucleosomes. 
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5.5.2. Measuring the kinetics of H3.3K27M nucleosomes and Ezh2 in live cells 

using FCS 

 

To scale up the temporal and spatial resolution of our measurements and gain kinetic 

information in sub-second time frame and sub-micrometer distance range, we applied 

fluorescence correlation spectroscopy (FCS) allowing us to quantify a number of diffusion 

parameters (e.g. diffusion time, effective diffusion constant, fast and slow diffusion 

components). From the rate and frequency of fluorescence intensity fluctuations we computed 

the time-dependent autocorrelation function (G(τ)), fitted with a 3D normal diffusion model, 

indicating two autonomous diffusing components (representative fitting with parameters are 

presented in Figure 25, normalized autocorrelation curves are presented in Figure 26/A).  
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Figure 25.  Representative autocorrelation curves fitted with a two-component 3D normal 

diffusion model using a simulated annealing algorithm. Analysis of fluorescence intensity 

fluctuations of H3.3/H3.3K27M-EGFP, Ezh2-EGFP and a monomer EGFP upon passing 

through a confocal volume resulted in diffusional parameters. Fitted autocorrelation curves 

with the residuals are shown. 
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The average ratio of fast components, corresponding to the fraction of molecules freely 

diffusing across the nucleoplasm, was 61% (SD±19) for H3.3-EGFP and 56% (SD±20) for 

H3.3K27M-EGFP, respectively (Figure 26/B, middle). The proportion of mobile pool 

increased by 10% after actinomycin D treatment (p<0.05) in case of H3.3K27M. The average 

diffusion coefficient (D) was the same for wild type and K27M mutant histones (31±19 µm2/s 

and 29±16 µm2/s, measured at 37 ºC) and it was not affected by transcription inhibition (act D) 

or impaired protein synthesis (CHX) (Figure 26/B, left). The average fraction of the fast 

component was approximately 60% for Ezh2-EGFP (Figure 26/C, middle), which slightly 

increased in the presence of H3.3K27M-mCherry (p<0.05) and after transcription inhibition by 

flavopiridol (p<0.05). The latter pool of Ezh2-EGFP also had a higher mobility (Figure 26/C, 

left), reflected by the increased diffusion coefficients of flavopiridol inhibited cells (p<0.05).  

When the diffusion coefficients of the fast populations were converted into apparent molecular 

masses (based on the Stokes-Einstein equation for spherical objects [221]), there was no 

significant difference between the real and apparent masses of H3.3/H3.3K27M-EGFP 

molecules (55.9 kDa / 49.26 kDa vs. 42.26 kDa) (Figure 26/B, right). However, Ezh2-EGFP 

gave ~10-fold larger average molecular mass than the real molecular mass of the fusion protein 

(1.221 kDa / 1.900 kDa vs. 102.36 kDa, Figure 26/C, right). This difference reflects that Ezh2 

is a part of large protein complexes. The apparent molecular masses were not affected by the 

presence of K27M mutation. 
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Figure 26. Summary of the H3.3/H3.3K27M and Ezh2 FCS results.  (A) Representative time-

dependent autocorrelation curves after amplitude normalization. (B) Left Panel: Distribution 

of diffusion coefficients of H3.3-EGFP and H3.3K27M-EGFP. Middle Panel: Average 

fractions of fast components are shown under normal metabolic conditions and upon 

transcription and translation inhibition. Significant difference is indicated (* p<0.05). Data 
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were analyzed by two-tailed t-test. A p value *<0.05 was considered to be statistically 

significant. The number of cases (N) analyzed was ≥ 28. Error bar: SEM. Median values are 

indicated in the boxplots. Right Panel: Distribution of apparent molecular masses of H3.3-

EGFP, H3.3K27M-EGFP, and EGFP. (C) Left Panel: Distribution of diffusion coefficients of 

Ezh2-EGFP in the presence of wild type (H3.3-mCherry) or mutant (H3.3K27M-mCherry) 

histones. Data were analyzed by Mann-Whitney rank sum test. A p value *<0.05 was 

considered to be statistically significant; a p value **< 0.001: highly significant,). Middle 

Panel: The average fraction of fast diffusion components of Ezh2-EGFP in the presence of 

wild type (H3.3-mCherry) or mutant (H3.3K27M-mCherry) histone. Statistical significance is 

indicated (* p < 0.05). Right Panel: Distribution of apparent molecular masses of Ezh2-

EGFP in the presence of wild type (H3.3-mCherry) or mutant (H3.3K27M-mCherry) histones, 

or EGFP. 

 

 

5.6.  Quantitative microscopic analysis of Spp1 and Set1 chromatin binding by FRAP 

and FCS  

 

During studying the dynamics of Ezh2 Polycomb protein, we expanded our diffusional 

characterization to an additional, highly conserved histone methylase. The budding yeast Set1-

complex called COMPASS has been proved to be an excellent model to study the SET1/MLL 

family complexes which play central role in the regulation of gene expression through 

deposition of H3K4me3 mark and contribute to malignancies of the brain, respectively [171], 

[172]. On the other hand, the role of Spp1 subunit in the promotion of normal DSB level is not 

clear. We assume that Spp1 has a COMPASS-independent role in meiotic DSB formation and 

it manifests in altered diffusional properties.    



72 
 

Thus, we carried out kinetics analysis on two COMPASS subunits, Spp1 and Set1, involving 

FRAP and FCS techniques. The measurements were performed under meiotic and vegetative 

conditions controlled by the inducible pCUP1 promoter. The successful induction of GFP-Spp1 

or GFP-Set1 allele is shown in Figure 27.  

 

 

 

 

 

 

 

 

 

 

Figure 27. N-terminally tagged fluorescent Spp1 and Set1 proteins were induced in 

sporulating or vegetative yeast cells by adding 100 µM CuSO4. Expression was driven by a 

pCUP1 promoter. Increased nuclear level of GFP signal became easily detectable 

following copper treatment. 

 

Using FRAP, whole live-cell nuclei were bleached and fluorescence recovery was examined in 

the first five hours of meiosis (Figure 28/A) in SPM and in the exponential phase in YPD rich 

medium (Figure 28/B). The recovery of the fluorescent signal in the bleached area as the 

consequence of movement of the GFP-Spp1 and GFP-Set1 is recorded by sequential imaging 

scans. GFP-Spp1 and GFP-Set1 recoveries reached the plateau within less than 50 seconds. The 

recorded mobility suggests that they are highly dynamic within the nucleoplasm. However, 

GFP-Spp1

GFP-Set1

1 um

- CuSO4 + CuSO4

- CuSO4 + CuSO4

1 um



73 
 

about half of the FRAP signal did not return after the initial bleach pulse, indicating that ~50% 

of Spp1 and Set1 remained tightly bound to chromatin representing the immobile fraction. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 28.  FRAP recovery curves of GFP-Spp1 and GFP-Set1 in meiotic (SPM) and 

standard (YPD) condition. (A) The curves show the retrieval of GFP-Spp1 (grey), GFP-Set1 

(orange), and GFP only (green) signals at various meiotic timepoints. Plateau phase was 

reached within 50 seconds in both Spp1 and Set1 measurements (error bar: SD). (B) Slight, 

but not significant difference between Set1 and Spp1 recovery in rich medium. 

 

Next, similarly to our experiments with histones and Ezh2, we reduced the time and spatial 

range and estimated the diffusional parameters of GFP-Spp1 and GFP-Set1 by monitoring the 

Brownian movement of individual proteins. Time-dependent autocorrelation functions were 

fitted in the same way as described previously (Equation 2). The distribution of fast and slow 

components did not show any differences between Spp1 and Set1 (Figure 29, left), however, 
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the average diffusion coefficient (D) of Spp1 was significantly slower compared to Set1 

(Figure 29, middle). The altered diffusion coefficient highlights the reduced nuclear mobility 

of Spp1. When diffusion times were converted into apparent molecular mass, GFP-Set1 was 

equal to the expected molecular mass of COMPASS (379 kDa) while GFP-Spp1 gave an 

approximately 43-fold higher value (1764 kDa) compared to the real molecular mass of the 

fusion protein (Figure 29, right). This can be related to the anchoring of Spp1 protein to a huge 

macromolecular complex that was different from COMPASS. 

 

 

 

 

 

 

 

 

Figure 29. Interpretation of the collected autocorrelation curves shows significant differences 

between GFP-Spp1 and GFP-Set1 diffusion coefficients (D) and apparent molecular mass 

(Mapp) with similar fast component distribution in meiotic condition. Left panel: Average 

fraction of fast components after two-component fitting. (ns: no statistically significant 

difference between GFP-Spp1 and GFP-Set1) Middle panel: Distribution of diffusion 

coefficients. Significant difference is indicated (*p<0.001, Mann-Whitney rank sum test). 

Right panel: Distribution of apparent molecular masses (Mapp) of the mobile complexes 

comprising GFP-Spp1 and GFP-Set1. Numbers show median Mapp values in kDa. Significant 

difference is indicated (*p<0.001, Mann-Whitney rank sum test). Molecular mass of the full 

Set1 complex is also shown at the right side of the figure. 
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5.7. Quantitative analysis of Spp1 chromatin binding by competition ChIP 

 

To quantify the binding characteristics of Spp1 in terms of turnover and residence time, we 

performed dynamic chromatin mapping using c-ChIP, which allowed estimation of bona fide 

turnover rates at Spp1 binding sites [212]. We differentially tagged a constitutive and an 

inducible isoform of Spp1 with myc and GFP epitopes, respectively (Figure 31/A), and turned 

on the expression of the inducible allele (driven by a pCUP1 promoter similarly to FCS and 

FRAP experiments) with copper addition during the meiotic time course. The induced Spp1 

protein isoform could be detected as early as 30 minutes after copper induction. Genotypes of 

the c-ChIP strains are listed in Table 2. 

 

Strain Ploidy Backgr. Genotype 

LV21 2n SK1 
Mata/Matα, leu2/LEU2, HIS4/his4, trp1/trp1, ura3/ura3, set1Δcter-

9xmyc-SET1::LEU2/NatMX4-pCUP1-1-yGFP-SET1 

LV22 2n SK1 
Mata/Matα, leu2/LEU2, HIS4/his4, trp1/trp1, ura3/ura3, SPP1-

13xmyc::KanMX4/NatMX4-pCUP1-1-yGFP-SPP1 

 

Table 2. Genotypes of the c-ChIP yeast strains. Strains were created by Lóránt Székvölgyi. 

 

The GFP-Spp1 level increased exponentially during the time course and reached its maximum 

after 6 hrs in SPM (Figure 31/B). Then, Myc and GFP ChIP experiments were performed 

corresponding to dense meiotic timepoints (4.5, 5.0, 5.5, 6.0, 6.5 hrs in SPM, with the kind/great 

help of Éva Nagy, Beáta Boros-Oláh and Ibolya Fürtös). Binding sites were determined 

similarly to conventional ChIP-Seq pipelines. Then, Spp1 turnover rates were calculated by 

determining the ratio of GFP (new Spp1) and myc (old Spp1) ChIP signal and fitting the data 

with an exponential model. The fitting was based on the model published in [222] and [212]. 

The ratio of Spp1 isoforms provided an estimate of the nucleoplasmic pool of Spp1 molecules. 

An example fit of our turnover rate model is demonstrated in Figure 30. 
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Figure 30. Representative Spp1 turnover estimation on the IRC7 locus. Model equation 

(with standard error (SE) and p-value) and temporal changes of GFP / myc ratios are 

shown on the left panel. Genome browser snapshot is shown on the right. 

 

In these computational steps, the workflow was optimized and performed by Zsolt Karányi. Our 

analysis revealed that Spp1-binding sites (that could not be associated with COMPASS) 

exhibited different replacement dynamics compared to common (Spp1 & Bre2) binding sites. 

Spp1-only sites were significantly slower than canonical (COMPASS-associated) sites over 

gene bodies, TTS, RPG/Ribi genes, and Mer2/Red1 sites (Figure 31/C). This suggests that 

Spp1 binding is more stable at these genomic elements.  If Spp1 binding sites were grouped by 

their kinetic behaviour (disappearing, appearing, and constant fractions, Figure 31/D-H), 

disappearing and appearing Spp1 sites would sharply stood apart based on the distribution of 

turnover rates and occupancies like disappearing Spp1 sites tended to have higher turnover rates 

and higher occupancies compared to appearing sites (Figure 31/D). Appearing Spp1 sites with 

longer residence times were strongly associated with high Mer2 occupancy, low H3K4me3 and 

Bre2 occupancies whereas disappearing Spp1 sites showed low Mer2 occupancy, high 

H3K4me3 and Bre2 occupancies and high turnover rates (Figure 31/E-G).  
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Figure 31. Competition ChIP unravels bona fide turnover rates of Spp1 chromatin binding. 

(A) Scheme of the c-ChIP yeast strain. Differentially tagged Spp1 isoforms are 

expressed from allelic positions in a diploid cell. The constitutive allele (Spp1-myc) is 

driven by an endogenous SPP1 promoter while the inducible allele (GFP-Spp1) is 

controlled by a copper-inducible (pCUP1) promoter. Expression of GFP-Spp1 was 

induced by addition of 200 µM of CuSO4. (B) Relative protein levels of induced GFP- 

Spp1 and constitutive Spp1-myc as a function of time. Copper induction was initiated 

at 4.5 hrs in SPM and cells were collected in every 30 min until 6.5 hrs in SPM to 

perform c-ChIP analyses. (C) Turnover rate of Spp1 over functional genomic elements for 

Spp1-bound sites (that are not associated with Bre2) and common (Spp1&Bre2) binding sites. 

The turnover rate of Spp1-only sites is significantly slower than the turnover rate of 

common (Spp1&Bre2) sites (Student’s t-test, * p < 0.001; ** p < 0.0001; *** 

p < 0.00001). Ribosome protein genes (RPG) are not associated with Spp1-only peaks, 

therefore, there is no turnover rate estimation for this peak category. TSS: transcription start 

site; TTS: transcription termination site. (D-G) Turnover rate vs. occupancy 

plots reveal differential chromatin binding dynamics among the three kinetic classes 

of Spp1 peaks. y axis: Spp1 turnover rate; x axis: Spp1/Bre2/H3K4me3/Mer2 

occupancy. Disappearing, appearing, and constant Spp1 peaks are highlighted in blue, 

red, and green, respectively. On the top and the right side of scatter plots, histograms 

show the distribution of the measured parameters. Circles denote the confidence 

interval (q10-q90) of the point distributions. (H) Spp1 turnover rate as a function of 

meiotic gene expression. Three kinetic classes of Spp1 binding sites cannot be 

distinguished based on these parameters. 
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6.  DISCUSSION 

 

Histone tails play an important role in nucleosome structure and dynamics. Selective changes 

of histone tail residues, particularly the residues of H3 N-terminal tail, are able to alter the 

stability and dynamic properties of nucleosome core particles [223], [224]. The first aim of our 

study was to examine whether the H3K27M histone mutation affects nucleosome structure or 

perturbs chromatin incorporation of the mutant histone. In order to accurately answer these 

questions, we successfully performed FRET-based experiments at single-molecule and bulk 

level to study nucleosome architecture, and carried out in situ salt elution assay to estimate the 

stability of chromatin incorporated histone H3K27M.  

Based on the performed spFRET and μpsFRET experiments, we found that dissociation 

mechanism of nucleosomes containing H3K27M histones is the same as dissociation of wild 

type nucleosomes. These results suggest that H3K27M nucleosomes maintain their wild type 

molecular architecture and stability, indicating that this single amino acid substitution of the N-

terminal H3 tail domain does not cause detectable rearrangements in the structure of 

nucleosome core particle. Beyond the scope of this thesis, but the intra-molecular similarity 

between wild type and mutant nucleosomes was also revealed by Replica-Exchange Molecular 

Dynamics (REMD) simulation using Gromacs 4.5 software (collaboration with Jörg 

Langowski's workgroup, Biophysics of Macromolecule, DKFZ Heidelberg). The salt elution 

profile of incorporated H3.3K27M histones serves a good evidence that these mutant 

nucleosomes show similar structural features in the native chromatin as their wild type 

counterparts.  

During structural analysis of H3K27M nucleosomes, we raised the question whether Ezh2 

affects the architecture of mutant nucleosomes. Including Ezh2 into FRET experiments was 

relevant as its binding to methionine residue of the K27M mutation [161] plays a crucial role 
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in the epigenetic dysregulation of pediatric glioma. We assumed that the collaboration between 

Ezh2 and H3K27M nucleosomes results in structural alterations. In order to test this hypothesis 

we repeated the μpsFRET experiments supplemented the reconstituted nucleosomes with Ezh2 

complex. Although we probed various conditions including the optimalization of 

Ezh2/nucleosome molecular ratio, incubation time and fluorophore position, we could not find 

any nucleosome alteration caused by the Ezh2 complex. This result was confirmed by EMSA 

experiments showing no convincing difference in the electrophoretic mobility between  

nucleosomes and nucleosomes treated with Ezh2 complex. We also quantified the remaining 

Ezh2 in salt treated HeLa nuclei in vicinity of H3.3K27M-EGFP and concluded that the mutant 

histone does not affect the elution profile of Ezh2 in the range of 0-400 mM NaCl.  

In summary, the structural analysis of nucleosomes bearing H3K27M provides impressive 

evidence that neither K27M missense mutation nor Ezh2 complex do not alter dramatically the 

nucleosome architecture and rather nuclear biochemical processes cause the gain-of-function 

mechanism. 

To examine the impact of H3K27M on cell viability and chromatin-templated processes we 

engineered H3K27 mutant yeast strains and carried out a genetic screen with a growth assay 

under various stress and metabolic conditions. The aim of this assay was to gain a mechanistic 

insight how H3K27M mutation may promote genomic instability in glioma. An advantage of 

the system was that the chromosomal H3 and H4 histone genes were deleted in these strains, 

and they were kept alive by plasmid expressing wild type H4 histone and H3 histone bearing 

the particular mutation. Thus, the H3 histone pool of the mutant strains carried exclusively 

mutant H3 histones. The experiments demonstrated that Saccharomyces cerevisiae cells with 

the mutant form of histone H3 did not show any growth defect and stress sensitivity neither in 

vegetative nor in meiotic conditions. As the PRC2 complex does not exist in budding yeasts, 

these results might suggest that the involvement of PRC2 pathway is a crucial point of the 
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K27M phenotype and the mutation alone cannot account for remarkable alteration in nuclear 

processes. Interestingly, a similar experimental system was used to study the H3G34R effect in 

fission yeast by Yadav et al. [225], in which the mutant histone pool caused increased sensitivity 

to chemicals and resulted in chromosomal instability.  

Our further aim regarding H3K27M was to accomplish an in vivo functional analysis in human 

cells, in which we image the nuclear distribution of mutant histones in relation to wild type 

histones and Ezh2, and probe the diffusional properties of these proteins at various spatial and 

temporal resolutions using FRAP and FCS. In these studies, we also examined the transcription 

dependency of H3.3K27M and Ezh2 using actinomycin D and flavopiridol to inhibit 

transcription.  

The nuclear distribution of Ezh2 and H3.3 / H3.3K27M based on CLSM analysis did not show 

convincing differences in the colocalization patterns neither in non-treated nor in transcription 

inhibited condition. Manders’ coefficient was a good indicator that Ezh2 was not changed much 

by the K27M mutation or due to transcription inhibition. However, Ezh2 distribution (e.g. Ezh2 

accumulation near K27M nucleosomes) seemed to be different likely due to Ezh2-K27M 

methionine binding. Considering the limitations of the confocal microscopy and the 

homogenous distribution of histone H3.3 our assumption was not further investigated. 

In live human cells, H3.3K27M histones followed similar diffusion kinetics to their wild type 

counterparts and fully recapitulated the slow kinetics and tight chromosome binding of 

canonical (replication-dependent) H3 molecules. Here, the novelty was the understanding of 

long-term nuclear kinetics of histone variant H3.3 which is a least-studied part of the field [58]. 

Furthermore, we found that act D treatment (but not flavopiridol) significantly increased the 

immobile fraction of H3.3 histones suggesting transcription-dependent H3.3 mobile 

component. Although, the EGFP fading effect of actinomycin D may contribute to slower H3.3 

recovery.   
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By FRAP and FCS we found a remarkable differential recovery of Ezh2 in response to 

transcriptional stress that was accompanied by a significantly increased immobile fraction and 

faster diffusion rate of the mobile fraction. The differential recovery of Ezh2 was rather 

dependent on transcription than K27M mutation status. Except the significant difference 

between Ezh2 fast component ratio of H3.3 and H3.3K27M co-transfected cells, the 

transcription inhibition perturbed the Ezh2 kinetics in each case. The results suggest that the 

nuclear mobility of Ezh2 is significantly restrained by transcription elongation, independently 

from the presence of H3.3K27M mutation. An explanation for the faster Ezh2 diffusional rate 

observed by FCS might be that the inhibited transcription allows a more mobile, possibly a 

PRC2-independent function for Ezh2 [226]. A remaining and interesting question regarding 

this finding is the well reproducible, slower recovery curve after inhibition. The Ezh2 recovery 

without transcriptional stress was in accordance with previously published data presenting high 

mobility properties of numerous nuclear proteins [53]. Noteworthy, the similar Ezh2 diffusional 

coefficients between H3.3 and H3.3K27M co-transfected cells are consistent with the results of 

a recent study [227] in which Tatavosian et. al did not find any alteration in Ezh2 diffusional 

coefficient in HEK293T cells expressing H3.3K27M-FLAG or H3.3-FLAG transgene. 

The estimation of the apparent molecular weight of Ezh2 showed a slight, but not significant, 

increased molecular weight in H3.3K27M-EGFP transfected cells. This increase might be a 

result of the “gluelike” property of methionine resulting in non-specific bindings between the 

PRC2 subunit and nucleosomes bearing H3.3K27M.  

Moreover, the COMPASS histone modifying complex was introduced into our experimental 

system utilizing our FCS and FRAP knowledge. We were particularly interested how the Spp1 

protein diffusional behaviour differs from the Set1 catalytic subunit in meiotic conditions. First 

of all, this study was relevant regarding the described diffusional parameters. The results raised 

the possibility, that Spp1 has a COMPASS-independent function on chromosome axial sites 
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and contributes to chromatin changes preparing potential recombination initiation sites for 

meiotic DNA break formation. On the other hand, the diffusional properties of the COMPASS 

protein complex, similarly to mobility of TrxG and PcG proteins was unexplored so far. Since 

TrxG and PcG proteins are conserved in eukaryotes and they function within similar pathways, 

the biophysical experiments performed in this study might shed light on the diffusion properties 

of Mll proteins as well. Considering that homologous recombination plays an important role in 

the evolution of eukaryotic genomes, unraveling the process of DSB initiation becomes 

particularly interesting. However, the prevailing molecular model of meiotic DSB formation is 

based mainly on studies performed in yeasts and we have also studied the underlying 

mechanisms of DSB initiation in Saccharomyces cerevisiae, several steps have been shown to 

be evolutionarily conserved in mammals. For instance, in mammalian meiotic cells, H3K4me3 

marks are conserved on the chromosome axes near DSB hotspots. [228]. Similarly to Spp1, a 

mammalian protein (e.g. one of the numerous PHD finger-containing proteins) may read the 

H3K4me3 mark and allow molecular interactions with DSB proteins. Potential candidates 

might be the interaction partners of the Prdm9 H3K4 methylase [198]. Based on this, following 

writing of H3K4me3 on the nearest nucleosome (or nucleosomes), Prdm9 promotes the 

recruitment and activation of the Spo11-containing recombination initiation complex through 

protein interactions. 

Regarding nuclear mobility, we observed a similar recovery kinetics in both Spp1 and Set1 

using FRAP. The intensity curves reached the plateau phase within 50 seconds during the 

measurements without significant differences. The estimated, approximately 50% immobile 

fraction indicates that the half of the whole fraction is tightly bound either to the chromatin or 

to another high molecular weight complex. These experiments were repeated in YPD medium 

and the profile showed high similarity. We detected a modest difference between Spp1 and Set1 

recovery in this condition, however, it was not significant. These results also showed that the 
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difference between vegetative and meiotic conditions did not alter the nuclear mobility at this 

timescale.    

Moreover, in order to characterize these two subunits, we applied FCS in the first six hours of 

sporulation. This period overlaps with the early prophase of the first meiotic division, when the 

homologous recombinations occur. We analyzed the fluorescence autocorrelation functions 

with a two-component model of normal diffusion. Following fittings we observed similar 

amount of fast component distribution, but distinct diffusion coefficient between Spp1 and Set1. 

The reduced diffusion coefficient of Spp1 is a good indicator of Spp1 binding to the 

chromosome in this phase of sporulation. Furthermore, to better understand the mechanism 

behind slower Spp1 mobility, we estimated the apparent molecular weight of GFP-Spp1 and 

GFP-Set1 using a similar method as in our Ezh2 and H3.3 experiments. Based on our results, 

the apparent molecular weight of GFP-Spp1 was increased and resulted in a remarkable 

difference between the expected and observed molecular weight of Spp1. This difference 

cannot be explained by nucleoplasmic interactions with diffusible protein factors, but rather 

with transient chromatin associations that can easily account for this differential diffusional 

behaviour. These data supported the previously proposed model in which the interaction 

between Spp1 and Mer2 brings potential meiotic DSB sites to the axis, thereby allowing their 

cleavage by Spo11 at axis-proximal regions that are depleted in nucleosomes [132], [133], 

[229]. The model integrated in meiotic steps of budding yeasts is shown in Figure 32. It 

demonstrates that Spp1 switches function in the early phase of meiosis and binds H3K4me3 in 

the nucleosome depleted regions independently from COMPASS. It is possible that there are 

similar meiosis-specific activities in the mammalian chromatin as well. In mammals, the 

position of hotspots is mainly defined by the presence of a consensus sequence for Prdm9 

methyltransferase binding that trimethylates H3K4 and H3K36 at these sites [186]. There may 

also be a PHD finger protein that reads H3K4me3 in meiotic cells and interacts with the axis-



85 

 

associated DSB proteins to trigger DSB formation. One candidate might be Cxxc1 (also known 

as Cfp1) which is the closest homolog of Spp1 in mammals and a reported interacting partner 

of Prdm9 [198], and Iho1 (ortholog of yeast Mer2) [230]. Oocyte-specific inhibition of Cxxc1 

or abrogation of H3K4 methylation in oocytes causes a delay of meiotic resumption as well as 

metaphase I arrest owing to defective spindle assembly and chromosome misalignment [231]. 

Interestingly, male Cxxc1 knockout mice are fertile, and the loss of Cxxc1 in spermatocytes 

had no effect on Prdm9 hotspot trimethylation, DSB formation or repair [232]. This suggests 

that other direct Prdm9 interactors, such as Ewsr1, Ehmt2, Cdyl, Pih1d1 [198], [233] and Ctcf 

[193], could also be involved in hotspot association with the chromosome axis. The protein 

interactions of Prdm9 suggest new experimental directions and these experiments could answer 

what brings the homologous hotspot down to the axis in mammals.   
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Figure 32. The loop-axis model of recombination initiation in budding yeast meiosis. The left 

side shows the proposed spatial interaction that forms during DSB formation in the 

prophase I of meiosis. The role of Spp1 is crucial in this mechanism and based on our 

experiments it works independently from COMPASS. NDR: nucleosome depleted region, Mer 

ID: Zn finger (CxxC) domain of Spp1 that interacts with Mer2, PHD: PHD finger domain of 

Spp1 that interacts with trimethylated H3K4, COs: crossing overs, MI and MII: First and 

second meiotic divisions. Modified from [234], [235]. 
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and interacts with DNA. However, our data from the FCS and FRAP experiments contributed 

to the understanding of Spp1 dynamic with suitable temporal resolving power, the spatial 

resolution of these measurements was limited. Genome-wide competition ChIP-Seq was an 

excellent approach to investigate Spp1-DNA dynamics and to complete our biophysical results 

with binding site turnover across the entire genome. Recent publications demonstrated that this 

method has the ability to measure dynamic nuclear events [211], [236]. Also, it is well described 

in yeast experimental systems [212]. The performed c-ChIP experiments concluded that 

distinction between different functional types of Spp1 binding sites could be possible based on 

turnover rate. Differential turnover of COMPASS-associated and COMPASS-independent 

Spp1 peaks prove the presence of two kinetic Spp1 pools that distribute differentially between 

the Set1 complex and meiotic DSB proteins. We can see the different binding characteristics of 

these Spp1 populations in Figure 31/E-G. The distributions show that there is an Spp1 

population with prolonged Mer2 binding, but not with Bre2/COMPASS. This association of 

Spp1 with Mer2 axial sites reduces bona fide turnover rates of Spp1 upon chromatin binding. 

This increased residence time was also supported by the reduced nuclear dynamics of Spp1 

seen in our FCS measurements. The increased residence time raises the question, whether it is 

due to prolonged Mer2-Spp1 interaction, which is crucial regarding proper DSB formation 

[133], or due to tethering mechanisms of the chromatin loop following H3K4me3 binding of 

Spp1. Noteworthy, Mer2 is a multifunctional protein that is evolutionarily conserved from fungi 

to plants (ortholog: PRD3/PAIR1) and mammals (ortholog: IHO1) [237], [238]. Consequently, 

the interplay between Spp1 and Mer2 might play a role in other Mer2-dependent mechanisms 

as well. In our studies, we focused on the DSB initiation and how the activated DSB hotspots 

tether to the chromosome axis preceding DSB formation, but Mer2 participates in mechanisms 

such as maintenance and releasing of the recombination complex or post-recombination 

chiasma development following recombination [237]. Perhaps the Spp1 population with 



88 

 

prolonged Mer2 binding is involved in these meiotic events as well. It would also be intriguing 

to examine this interaction and its effect on the meiotic chromatin structures by chromosome 

conformation capture (3C) methodology [239]–[241]. The study of the local conformations 

near DSB hotspots could reveal further functions of this Spp1 population. It is conceivable that 

the elimination of the appearing Spp1 population could alter the local genome organization 

through a perturbed tethering mechanism. These methods could reveal the fine-scale structures 

of the hotspots and complete the hotspot-centric view with other possible hierarchies. 

In conclusion, the binding kinetics measured by c-ChIP was in accordance with the FCS 

estimates and with the hypothesized loop axis model. The model proposes that Spp1 mediates 

the tethering of DSB sites independently from COMPASS. It delineates the multi-functionality 

of Spp1: in vegetative state, Spp1 associates with COMPASS and colocalizes with highly 

transcribed genes, but in the early phase of meiosis its function is switched and Spp1 mediates 

the tethering of DSB sites to the chromosome axes for DSB formation. The pivotal question 

whether similar mechanism helps DSB formation in mammal remains open. Presumably, the 

mammalian orthologs of the yeast DSB machinery play an essential role in the DSB activation. 

Unraveling of the molecular strategies of these orthologs and the adaptation of the yeast loop 

axis model to the mammalian taxa will certainly be an interesting avenue to pursue.     
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7.  SUMMARY 

H3K27M histone mutation defines clinically and biologically distinct subgroups of high-grade 

gliomas. The molecular biological consequences of this driver mutation and how the 

substitution affects pathways contributing tumor initiation and progression are not well 

understood yet. In the present thesis, we investigated the H3K27M mutation using in vivo and 

in vitro experimental systems and determined its biophysical characteristics at chromatin, 

nucleosome and nuclear diffusion levels. We were also interested in Ezh2 protein, which is the 

catalytic subunit of the PRC2 and interacts with the K27M residue. Furthermore, we examined 

the diffusional properties of COMPASS protein complex which belongs to the trithorax group 

proteins and its mammalian homolog is involved in hematological and brain malignancies as 

well.  We observed that Spp1 switches to COMPASS-independent function in meiosis and it 

helps to prepare potential recombination initiation sites. 

We found that H3.3K27M histones follow similar diffusion kinetics as histone H3.3 and the 

mutant nucleosomes maintain the wild type molecular architecture and chromatin incorporation 

profile. Additionally, the K27M mutation does not manifest in growth defect in budding yeast 

strains bearing H3K27M histone pool. We demonstrated for the first time the in vivo nuclear 

mobility of H3.3 histone variant in various time and spatial resolution and estimated the 

diffusional parameters of Ezh2 observed transcription dependent mobility. The experiments on 

COMPASS subunits revealed differences between Set1 and Spp1 diffusion. These results 

support our hypothesis that Spp1 might have a COMPASS-independent regulatory role and 

collaborates with high molecular weight macromolecular complexes such as chromosome axial 

sites. We revealed that dynamic turnover of Spp1 is important in the establishment of transient 

chromatin changes during meiosis and prepare potential recombination initiation sites for DNA 

break formation.  
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8.  ÖSSZEFOGLALÁS 

A H3K27M irányító (driver) mutációjának molekuláris biológiai következményei, valamint a 

szubsztitúció tumor iniciációra és progresszióra kifejtett hatásai tisztázatlanok. Jelen 

disszertációban megvizsgáltuk a H3K27M mutációt in vivo és in vitro kísérleti rendszerek 

alkalmazásával, és meghatároztuk biofizikai jellemzőit kromatin, nukleoszóma és nukleáris 

diffúzió szinten. Ezenkívül tanulmányoztuk az Ezh2 fehérjét, amelyről közismert, hogy a PRC2 

fehérje komplex katalitikus alegysége és a K27M mutáció metioninjával kialakított 

kölcsönhatás révén megváltoztatja a tumorsejtek epigenetikai mintázatát. Végezetül 

megvizsgáltuk a COMPASS fehérje komplex diffúziós tulajdonságait, amelynek emlős 

homológja hematológiai és agyi malignus folyamatokban is érintett. Megfigyeltük, hogy a 

COMPASS Spp1 alegysége a meiózisban COMPASS-független működésre vált, és elősegíti a 

lehetséges rekombinációt iniciáló helyek kialakulását. 

Megállapítottuk, hogy a H3.3K27M hisztonok hasonló diffúziós kinetikával rendelkeznek, mint 

a vad típusú megfelelőik, valamint a mutáns nukleoszómák fenntartják a vad típusú molekuláris 

architektúrát és kromatin beépülési profilt. Ezenkívül a K27M mutáció nem eredményez 

növekedési defektusokat H3K27M hisztonkészlettel rendelkező élesztőtörzsekben. Első 

alkalommal mutattuk be a H3.3 hiszton variáns in vivo nukleáris mobilitását különböző időbeli 

és térbeli felbontásban, és becsültük meg az Ezh2 transzkripció-függő mobilitását és diffúziós 

paramétereit. A COMPASS alegységeken végzett kísérletek különbségeket mutattak a Set1 és 

az Spp1 diffúziós tulajdonságai között. Ezek az eredmények alátámasztják azt a hipotézisünket, 

hogy az Spp1 COMPASS-független szabályozó szerepet kaphat, és együttműködik a nagy 

molekulatömegű makromolekuláris komplexekkel, például a kromoszóma axiális részeivel. 

Kimutattuk, hogy az Spp1 dinamikus turnover rátája fontos szerepet tölt be a meiózis során 

bekövetkező tranziens kromatinváltozások kialakulásában és a DNS-rekombináció 

iniciációjának kialakításában. 
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