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Introduction

The present dissertation deals with two different and widely studied
kinds of mathematical problems. In Chapters 1-3 preserver results on dif-
ferent structures are presented; and Chapters 4-5 are devoted to the inves-
tigations of separation problems. In the mathematical literature the inves-
tigations relating to the so-called “preserver” transformations on different
kinds of mathematical structures are called preserver problems. The aim of
such a problem is to characterize all mappings on a given structure X which
preserve operations defining on the elements of X, quantities or relations
among elements relevant for the structure X or other similar objects. Pre-
server problems show up in most parts of mathematics. In the territory of al-
gebra, the description of homomorphisms, i.e. transformations that preserve
a given operation defined on certain algebraic structure, plays an important
role. Concerning the field of geometry the structure of isometries, i.e. trans-
formations that preserve the distance on a given metric space is widely stud-
ied. Moreover, we note that preserver transformations appear also in physics
and even in chemistry where they are usually called symmetries. Because
of the distinguished role these maps play in those sciences, the study of
preserver transformations is an important area of research. However, in the
majority of results appearing in the present dissertation linearity is not as-
sumed, it is important to emphasize that such kinds of investigations started
by linear preserver problems (LPPs), which represent one of the most active
research areas in matrix theory during the last one hundred years. In the case
of LPPs the structure and the corresponding mappings under consideration
are linear. For survey papers see e.g. [68], [69].

As a particular example of linear preserver problems we present the
well-known Frobenius theorem from 1897 [33], which can be regarded as
the first result on LPPs. This result describes the structure of all linear trans-
formations on the algebra M, of all n X n complex matrices that preserve
the determinant. It reads as follows.
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THEOREM 0.1. Let n € N and suppose that ¢: M,, — M, is a linear map
which satisfies

(0.1 det p(A) =det A, AeM,.

Then there exist matrices M, N € M, such that det MN = 1 and ¢ is
either of the form

¢(A) = MAN, AeM,,
or of the form
#(A) = MA"N, Ac M,.

Here A" denotes the transpose of A € M. Observe that every transfor-
mation which appears on the right hand side of the two displayed formulas
preserves the determinant of all matrices, hence the main content of this
result is, in fact, that the reverse statement is also true: every linear deter-
minant preserving transformations on M, is necessarily of one of those two
forms.

There are several important and well-known results on preserver prob-
lems in the field of quantum mechanics. One of the most fundamental theo-
rems in that field is the famous Wigner theorem on the structure of quantum
mechanical symmetry transformations. To present this nice result we recall
that in the mathematical formulation of quantum mechanics, which is due
to John von Neumann, to each quantum system there corresponds a com-
plex Hilbert space H. Moreover, rank-one projections on H represent pure
states of the quantum system. Throughout the present dissertation the set of
all rank-one projections acting on H will be denoted by Py (H) .

A bijective map ¢: Py(H) — Pi(H) is called a quantum mechanical
symmetry transformation if it preserves the quantity tr P() called transition
probability between pure states in the sense that

0.2) tré(P)o(Q) = tr PQ

holds for arbitrary rank-one projections P, () on H. Here tr denotes the
usual trace functional. It is obvious that every transformation of the form
P — UPU* on the space of all rank-one projections of H induced by
the unitary or antiunitary operator U on H is a symmetry transformation.
Wigner’s celebrated theorem says that the converse statement is also true,
i.e. every quantum symmetry transformation can be obtained in that way.
The original theorem was presented in [88] and the first proof of that was
given by Lomont and Mendelson in [49].



The main result of Chapter 1 describes the structure of all transfor-
mations on the set of density operators which preserve the quantum f-
divergence for any strictly convex function f defined on the non-negative
real line. With particular choices of the function f, the definition of quan-
tum f-divergence leads to certain well-known and important kinds of rela-
tive entropies. Hence the main result appearing in Chapter 1 gives the form
of transformations on the set of density operators that leave different types of
entropies invariant. In the proof of that result Wigner’s theorem plays a sig-
nificant role. In fact, in our main theorem the surjectivity of preserver trans-
formations is not assumed. Therefore we need the non-surjective version of
Wigner’s theorem which in the finite dimensional case has the same conclu-
sion as that of the original case. For a version of non-surjective Wigner’s
theorem in Hilbert spaces of arbitrary (not necessarily finite) dimension we
refer to Theorem 2.1.4 in the book [55] or [5]. It reads as follows.

THEOREM 0.2. Let H be a complex Hilbert space and ¢: Pi(H) — Py (H)
be a transformation which preserves transition probability between pure
states, i.e. satisfies the equality (0.2) for all pairs of rank-one projections

P,Q € Pi(H). Then we have either a linear or a conjugate-linear isometry
V of H such that

&(P)=VPV*, PeP/(H).

We remark that in the finite dimensional case (conjugate-)linear isome-
tries are (anti)unitary operators. Therefore, if dim H < oo, then the map-
ping ¢ in Theorem 0.2 is implemented by a unitary-antiunitary operator.
We note that there are several other proofs for both the bijective and non-
surjective versions, see for instance [52], [37] and [36]. We emphasize that
there is an important generalization of Wigner theorem by Uhlhorn in [83].
It states that if dim H > 3 then assuming merely the preservation of zero
transition probability the conclusion is the same as that of Wigner’s theo-
rem. For more interesting and important results on preserver problems on
quantum structure see e.g. Chapter 2 in [55] and the references appearing
there.

In Chapter 2 we are going to describe the structure of all surjective trans-
formations of the space of positive definite matrices that preserve so-called
generalized distance measures which are parameterized by unitarily invari-
ant norms and continuous real functions satisfying certain conditions. We
will consider similar preserver transformations acting on the subset of all
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complex positive definite matrices with unit determinant. These kinds of in-
vestigations are motivated by results appearing in [62]. In that paper Molnar
determined all surjective isometries of the set of positive definite matrices
with respect to certain metrics which can be regarded as particular cases of
generalized distance measures. Using our new theorem, we also describe
the surjective maps of the set of positive definite matrices that preserve the
Stein’s loss or several other types of divergences. The key step of the proof
of the main result is to show that on certain substructures of groups surjec-
tive transformations that preserve a given generalized distance measure d
which is compatible with the group operation, necessarily preserve locally
the so-called inverted Jordan triple product (i.e., they respect the operation
xy~1z). We point out that results of this kind, which first appeared in the
paper [38], can be considered as noncommutative versions of the famous
Mazur-Ulam theorem. Now we recall the original version of Mazur-Ulam
theorem, which states that every surjective isometry (i.e., surjective distance
preserving map) between normed real linear spaces is necessarily affine.

THEOREM 0.3. Let X and Y be normed real linear spaces. Assume that
¢: X — Y is a surjective isometry such that $(0) = 0. Then ¢ is linear.

We remark that Mazur and Ulam proved this result in response to a
question raised by Banach and their proof is appeared in [51] and [4]. In [84]
Viisild proposed a simpler and more elegant proof for this result, which is
based on the ideas of Vogt [86]. For a short history of the Mazur-Ulam
theorem, see [30] (pp 6-9, 20-21).

The study of linear isometries of linear function spaces has also been
an extensive research area in functional analysis over the past decades. The
starting point of those investigations was the famous Banach-Stone theorem
which describes the structure of all surjective linear isometries between the
Banach spaces of complex-valued continuous functions on compact Haus-
dorff spaces equipped with the supremum norm. Denoting the space of all
continuous functions f from X to R by C'(X,R) the result reads as follows.

THEOREM 0.4. Let X andY be compact Hausdor{f spaces and assume that
T: C(X,R) — C(Y,R) is a surjective linear isometry. Then there exists a
homeomorphism ¢ : Y — X and a function 7 € C(Y,R) with

IT(y)| =1, yeY
such that
T(NHy) =7 flely), yeY, feCX,R).



Considering the continuous complex-valued functions this result remains
valid. One can find a comprehensive and very nice overview of the topic
in the two volume monograph [30], [31]. There are some important met-
ric spaces of functions which are not linear spaces. For example, the set
of all probability distribution functions on R that plays so fundamental role
in probability theory and statistics is not a linear space. In [26] Dolinar
and Molnar described the structure of all surjective isometry of the space of
all probability distribution functions with respect to so-called Kolmogorov-
Smirnov metric. The importance of this metric lies in its applications in
statistics (Kolmogorov-Smirnov test). It comes from the supremum norm
of bounded functions, hence the result in [26] can be regarded as a Banach-
Stone type result for the isometries of the non-linear function space of prob-
ability distribution functions. Motivated by that result Molnér continued
the investigation concerning surjective isometries of certain subspaces of all
probability distribution functions. Namely, in [58] Kolmogorov-Smirnov
isometries of the spaces of all absolute continuous, or singular, or discrete
probability distribution functions on R were investigated. In Chapter 3, in-
stead of the space of all probability distribution functions we are going to
consider a larger space, the sets of so-called (continuous) generalized distri-
bution functions, which plays also an important role in probability theory.
Motivated by the mentioned preserver results, in Chapter 3 we describe the
structure of all surjective Kolmogorov-Smirnov isometries on these larger
spaces.

In the second part of the present dissertation (Chapter 4 and Chapter 5)
we focus to separation problems. Separation theorems play a crucial role
especially in the field of convex analysis [50], [78]. One of the most fun-
damental separation theorems states that if a convex and a concave function
is given such that the convex function is “above” the concave one, then
there exists an affine function between them. Of course, the assumptions on
convexity/concavity are sufficient but not necessary for the existence of an
affine separator. However, there exists a characterization of those pairs of
real functions that can be separated by an affine function.

THEOREM 0.5. If I C R is an interval, f,g: I — R, then the following
statements are equivalent:

(i) there exists an affine function h: I — R such that f < h < g,



6 CHAPTER 0. INTRODUCTION

(ii) the inequalities

FQa+ (1= Ny) < Ag(x)
g(Az+ (1= Ny) = Mf(x)
hold for all A € [0,1] and z,y € 1.
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Concerning the history of this result, it was motivated by the well-
known theorem of Baron, Matkowski and Nikodem [6], which states that
the existence of a convex separator between two given functions can be
characterized via a simple inequality.

THEOREM 0.6. Let I be an interval and f,qg : I — R. Then, the following
conditions are equivalent:

(i) there exists a convex function h : I — R such that f < h < g;
(ii) forall X € [0,1] and x,y € I,

(0.4) fAz+1=Ny) <Aglz)+ (1 —Ng(y).

We remark that the existence of concave separator can be also charac-
terized with the help of second inequality appearing in (0.3). Consequently,
the separated inequalities appearing in (0.3) are responsible for the existence
of convex/concave separations and the simultaneous inequalities guarantees
the existence of an affine separator.

In Chapter 4 and Chapter 5 we are going to extend Theorem 0.5 and
Theorem 0.6, respectively. To do this we need to generalize the concept
of the affine and convex functions in the following way. There are two
geometrical properties of affine functions which are the most determinative.
Namely, each affine function is continuous and for every two points of the
plain (with distinct first coordinates) there exists exactly one affine function
interpolating them. Using this geometric idea the notion of Beckenbach
family can be introduced in the following way. Letn € Nand I C R
be an interval. A set of continuous functions defined on I is called an n-
parameter Beckenbach family, if each n points of I x R (with pairwise
distinct first coordinates) can be interpolated by a unique element of the set.
The members of a Beckenbach family are termed briefly generalized lines.
In Chapter 4, we characterize such pairs of real valued functions that can be
separated by a member of a given Beckenbach family of order n, which is
closed under convex combinations.

Moreover, each Beckenbach family induces a convexity notion in the
following way: a function is generalized convex with respect to the family



in question if each generalized line that interpolates the points of the func-
tion’s graph intersects the graph alternately. In the case of classical convex-
ity, the properties that the chords are above the graph and that the interpolat-
ing affine functions intersect alternately are equivalent. This fact motivates
the definition of generalized convexity with respect to Beckenbach families.
Not claiming completeness, we quote here the works of Beckenbach [7],
Hopf [42], Popoviciu [77] and Tornheim [82]. For further details, consult
the introduction of [10]. Chebyshev systems are particular cases of Becken-
bach families, therefore the notion of convexity with respect to Beckenbach
families leads to that of Chebyshev systems. In Chapter 5 our aim is to give
an extension of Theorem 0.6 to the setting of two dimensional Chebyshev
systems (regular pairs).






Quantum f-divergences preserving maps on density
operators

1.1. Introduction and statement of the results

In this chapter we present some results on preserver problems appear-
ing in the field of quantum mechanics. In [56] L. Molnar has described
the structure of all surjective transformations on the space of density oper-
ators which preserve the Umegaki relative entropy. We extend his result by
removing the surjectivity condition, i.e. we prove that this result remains
valid even if we omit the strongly restrictive condition that the transforma-
tion is surjective. In fact, our aim is to prove an even more general result.
It is known, that the notion of Umegaki relative entropy is a particular case
of the so-called quantum f-divergence, which is the quantum version of
Csiszar’s f-divergence. In the main theorem of the present chapter for an
arbitrary strictly convex function f defined on the non-negative real line we
determine the structure of all transformations on the set of density opera-
tors which preserve the quantum f-divergence. The results of the present
chapter appeared in [60] and [57].

We begin with some necessary notation which will be used in this chap-
ter. Let H be a finite dimensional complex Hilbert space. We denote by
B(H) the algebra of all linear operators on H and by B(H)™ the cone of
all positive semi-definite operators on H. Next, S(H ) stands for the set of
all density operators which are the elements of B(H)™' having unit trace.
Finally, P, (H) denotes the set of all rank-one projections acting on H.

Relative entropy is one of the most important numerical quantities ap-
pearing in quantum information theory. It is used as a measure of distin-
guishability between quantum states, or their mathematical representatives,
the density operators. In fact, there are several concepts of relative entropy,
among which the most common one is due to Umegaki. That kind of relative

9
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entropy between the operators A, B € S(H) is defined by
(1.1) S(A||B) = tr A(log A — log B).

Here tr stands for the usual trace functional and log denotes logarithm with
base 2. It is well-known that the quantity S(A| B) is always nonnegative,
it is finite if and only if supp A C supp B (supp stands for the orthogo-
nal complement of the kernel of density operators) and S(A||B) is zero if
and only if A = B (A, B € S(H)) (for details and more information see
Section 11.3 in [65]).

In [56] Molnér described the general form of all surjective transforma-
tions on the set of density operators which preserve the Umegaki relative en-
tropy. The motivation to explore the structure of those transformations came
from the fundamental theorem of Wigner on quantum mechanical symme-
try transformations. As we have seen in the Introduction, Wigner’s theorem
states that any such transformation is implemented by either a unitary or
an antiunitary operator on the underlying Hilbert space. In [56] the author
showed that the same conclusion holds for those surjective transformations
on the set of density operators which preserve the Umegaki relative entropy.

THEOREM 1.1. (Molnar [56])
Let ¢: S(H) — S(H) be a surjective transformation which preserves the
Umegaki relative entropies, i.e. which satisfies

(1.2) S(o(A)llo(B)) = S(A[|B)

forall A, B € S(H). Then there exists either a unitary or an antiunitary
operator U on H such that ¢ is of the form

$(A) = UAU*, A€ S(H).

We recall, that although originally Wigner’s theorem was formulated for
bijective transformations, it turned out that in the finite-dimensional case
it holds true also for “a priori” non-surjective transformations, see Intro-
duction Theorem 0.2. Non-surjective versions of classical theorems like
Wigner’s theorem or the fundamental theorem of projective geometry (for a
recent proof see [28]), etc. are far more useful and applicable compared to
their original bijective versions. This is what has motivated us to study trans-
formations that preserve the Umegaki relative entropy without assuming the
condition of surjectivity. Our first theorem shows that in the non-surjective
case the conclusion is formally the same as that of the original result of
Molnar.
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THEOREM 1.2. (Molnar, Szokol [57])

Let ¢: S(H) — S(H) be a transformation such that (1.2) holds for every
A, B € S(H). Then there exists either a unitary or an antiunitary operator
U on H such that ¢ is of the form

&(A) = UAU*, Ae S(H).

We note that in [59] the authors determined all maps on S(H ) that leave
further kinds of relative entropies invariant.

The main goal of this chapter is to give a far-reaching generalization
of Theorem 1.2 and hence of Theorem 1.1. Namely, we describe all trans-
formations on the set of density operators which preserve the quantum f-
divergence with respect to an arbitrary strictly convex function f defined on
the non-negative real line.

Classical f-divergences between probability distributions were intro-
duced by Csiszdr [25], and by Ali and Silvey [1] independently. They are
widely used in information theory and statistics as distinguishability mea-
sures among probability distributions (see, e.g., [48]). Their quantum the-
oretical analogues, quantum f-divergences play a similar role in quantum
information theory and quantum statistics (see, e.g., [74]) and were defined
by Petz [71], [72], [73]. This concept is an essential common generalization
and extension of several notions of quantum relative entropy including Ume-
gaki’s and Tsallis’ relative entropies. We note, that quantum f-divergences
are particular cases of the so-called quasi-entropies (for details see the in-
troduction in [40]).

We define that concept following the approach given in [40]. We re-
call that B(H) is a complex Hilbert space with the Hilbert-Schmidt inner
product (., .)gs: B(H) x B(H) — C defined by

(A,B)ys =tr AB* A,B € B(H).
Forany A € B(H),let Ly, Rao: B(H) — B(H) be the left and the right
multiplication operators defined as
LAT = AT, RA\T =TA, T¢€ B(H).

We remark that L4 Rp = RpL 4 holds forevery A, B € B(H).If A,B €
B(H)™, then L4 and Rp are positive Hilbert space operators, hence so is
LsRp.
Let now f: [0, co[— R be a function which is continuous on |0, co[ and
the limit
f(z)

o= lim —~%
r—00 I
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exists in [—o0o, 0o]. Following Definition 2.1 in [40], for A, B € B(H)™"
with supp A C supp B the f-divergence Sy(A| B) of A with respect to B
is defined by

S1(AB) = (VB, f(LaRp-)VEB)

HS
In the general case we set

S5(AllB) = lim Sy (A||B +eD).

where I is the identity operator on H. By Proposition 2.2 [40] the limit
above exists in [—00, 0o]. We next recall a useful formula which will play
an important role in our arguments. Let A, B € B(H)™ and for any A € R
denote by P, respectively by @) the projection on H projecting onto the
kernel of A — AI, respectively onto the kernel of B — AI. According to
Corollary 2.3 [40] we have

(1.3) Sy(A||B) = Z Z bf(%)trPaQb+aatrPaQ0 ;

a€c(A) \bea(B)\{0}

where o (.) stands for the spectrum of elements in B(H ) and the convention
0-(—00) =0-00=0is used.

We can now formulate our result which describes the structure of all
transformations on S(H) leaving the quantum f-divergence invariant with
respect to a given real valued and strictly convex function f on [0, oof. First
observe that for any unitary or antiunitary operator U on H the transfor-
mation A — UAU* preserves the f-divergence on S(H), i.e., we have
Sp(UAU*|[UBU*) = S¢(A||B) for any A, B € S(H) (here the function
f is as above). The theorem below states that for a strictly convex function f
the reverse statement is also true: All transformations on S(H) which leave
the f-divergence invariant are of the preceding form, i.e., they are all im-
plemented by unitary or antiunitary operators. Let us point out the fact that
any convex function f: [0, 00[— R satisfies the requirements given in the
definition of f-divergence: it is continuous on the open interval |0, co[ and
since the difference quotient (f(z) — f(0))/(z — 0) is increasing, the limit
lim,_,~ f(x)/x exists and is finite or equal to co. The precise formulation
of our result is as follows.

THEOREM 1.3. (Molnér, Nagy, Szokol [60])
Assume that f: [0,00[— R is a strictly convex function and ¢: S(H) —
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S(H) is a transformation satisfying
Sy(e(A)lle(B)) = Sp(AllB), A, Be S(H).

Then there is either a unitary or an antiunitary operator U on H such that
¢ is of the form
¢(A) =UAU*, Ae S(H).

We emphasize that the bijectivity or the surjectivity of the transforma-
tion ¢ is not assumed in the theorem and we do not require any sort of
linearity either. Let us make a remark also on the convexity assumption
above. When they consider f-divergence in the classical setting, it is practi-
cally always assumed that the function f is convex. The main reason is that
this condition guarantees the joint convexity and information monotonicity
of the f-divergence which are significant properties. As for quantum f-
divergence, to obtain similar important properties one needs to assume that
f is operator convex (see, e.g., [40]). Therefore, our condition that f is a
convex function is very natural and not restrictive. As for strict convexity, it
is easy to see that if f is affine then S¢(.||.) is constant. Hence in that case
every selfmap of S(H) preserves the f-divergence which is obviously out
of interest. A few important examples of quantum f-divergences between
density operators follow. Let A, B € S(H).

() If

xlogox, x>0
(1.4) f(x)z{o 2

then the definition of quantum f-divergence leads to that of Ume-
gaki relative entropy of A with respect to B (which was defined
in (1.1)).

(ii) Let ¢ €]0, 1] and define the function f;: [0, co[— R by f,(z) =
(1 —=29)/(1—q) (x> 0). Then

1—trA9B14
1—g¢q

which is the quantum Tsallis relative entropy of A with respect to
B (see, e.g., [35]).

(iii) If f(z) = (vz—1)% (z > 0), then S;(A|| B) = |VA—~VB|s.

where ||.||us stands for the Hilbert-Schmidt norm.

Sy, (AllB) =

Observe that the functions appearing in (i)-(iii) are all strictly convex. There-
fore, Theorem 1.3 can also be applied to determine all transformations of
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S(H) preserving Umegaki relative entropy which shows that it is a real
generalization of Theorem 1.2.

1.2. Proofs

In this section we are going to prove Theorem 1.3. As we have already
observed the function f which corresponds to the Umegaki relative entropy
is the one appeared in (1.4). Since it is a strictly convex function we get
that Theorem 1.2 is a particular case of Theorem 1.3. Therefore we skip the
proof of Theorem 1.2 which can be found in the paper [S7].

Before the proof of Theorem 1.3, we recall that the self-adjoint opera-
tors A, B € B(H) are said to be orthogonal if and only if AB = 0, which
is equivalent to the fact that A and B have mutually orthogonal ranges.

PROOF OF THEOREM 1.3. Observe that for any real number a and op-
erators A, B € S(H) we have S¢,(A|B) = Sf(A||B) + a. Therefore
without any loss of generality we may and do assume that f(0) = 0. As

we have mentioned the quantum f-divergence is defined for any function
f: [0, 00[— R which is continuous and the limit a = lim, o, £ exists.
According to the value of the limit «, we divide the proof into two cases.

CASE 1. We assume that « is finite. First we show that ¢ preserves the
orthogonality in both directions, i.e. it satisfies

$(A)p(B) = 0 <= AB =0

forany A, B € S(H). To see this we need the following characterization of
orthogonality. For any A, B € S(H) we have

(1.5) AB =0 < S¢(4||B) = a.

Indeed, it AB = 0, then a straightforward calculation using the formula
(1.3) shows that S¢(A||B) = «. Suppose now that the right-hand side of
(1.5) holds. On the one hand, we have

a
SpAB) = Y bf (g>trPaQb+ Y aatr Q.
a€o(A)\{0} bea(B)\{0} a€a(A)\{0}
On the other hand, we have

a=atrA=a«a Z atr P,.
aco(A)\{0}
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Since the left-hand sides of the previous two equalities are equal, using the

fact that
D, Q=1

beo(B)
we easily infer that

a
Z Z bf (Z) tr P,Qp = « Z Z atr P,Qp.
aco(A)\{0} beo(B)\{0} a€o(A)\{0} bea(B)\{0}
This yields that
a
(1.6) Z 3 ( a—bf (g>>trPaQb:O.
aco(A)\{0} beo(B)\{0}
Leta € 0(A)\{0} and b € o(B)\{0} and consider the quantity

(@)=l ()

It follows from the strict convexity of f that the function f;: ]0,c0[— R
defined by

— f(0
s P (O (U (R

z—0 T

is strictly increasing. Therefore, for any = > 0 we have

(1.9) f(@)/e < lim fi(s) = a
and hence
(1.10) f(z) < ax

which implies that the quantity in (1.7) is positive. On the other hand, since
P,,Qp € B(H)* we have tr P,Q > 0. It follows that the terms of the sum
on the left-hand side of (1.6) are nonnegative. We conclude that tr P,Qp =
0 holds for all a € 0(A)\{0} and b € o(B)\{0} which implies that AB =
0. This completes the proof of the equivalence in (1.5). Since ¢ preserves
the f-divergence, it then follows that ¢ preserves the orthogonality in both
directions.

Apparently, we can characterize the elements of P; (H) as those opera-
tors in S(H) which belong to a set of n pairwise orthogonal density oper-
ators on H. By the orthogonality preserving property of ¢, we infer that it
maps P;(H) into itself. We claim that ¢ preserves the transition probabil-
ity (the trace of products) on P;(H). To prove this, let P,Q € P;(H) be
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arbitrary. A straightforward calculation gives that

Sy(PllQ) = (f(1) —a) tr PQ + o

and similarly

Si(o(P)||¢(Q)) = (f(1) — @) tr ¢(P)o(Q) + a.
By (1.10) one has f(1) — a # 0 and it follows that

tr¢(P)o(Q) = tr PQ.
This means that the restriction of ¢ to P (H) preserves the transition prob-
ability. The non-surjective version of Wigner’s theorem (Theorem 0.2) de-
scribes the structure of all such maps. Since H is finite dimensional, we
obtain that there exists either a unitary or an antiunitary operator U on H
such that
¢(P)=UPU*, P e P(H).
Consider the transformation ¢: S(H) — S(H ) defined by
B(A) = U"6(A)U, A€ S(H).

It is clear that this map preserves the quantum f-divergence and has the
additional property that it acts as the identity on P;(H ). Define the function
f2: [0,00[—) Rby
| ozf (l) , >0

f2 (1’) o { O[,x x = 0.
Let A € S(H) be fixed and () € P, (H) be arbitrary. Using (1.3), we easily
have

SHQIIA) = trQfa(A)

and similarly

S7(QllY(A)) = tr @ fa(v(A)).

By the properties of v, the left-hand sides of the above equalities coincide,
therefore
tr fo((A)Q = tr f2(A)Q

holds for every rank-one projection @) on H, which implies that f2(¢)(A4)) =
f2(A). Observe that fo(x) = f1(1/z) (x > 0). Since f; is clearly injective,
so is f2 on |0, oco[. Moreover, by (1.9) we have f1(z) < a (z > 0) and then
we obtain that f> is injective on the whole interval [0, co[. It then follows
that

A=y(A) =U"9p(A)U, AecS(H)
and this completes the proof in CASE I.
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CASE II. We now assume that « is infinite. The basic strategy of the ar-
gument below is close to that of the proof of [57, Theorem]. However, due
to the fact that here we consider general divergences, we necessarily face
many problems which are of different levels of difficulties. Although at
some parts in our argument we may directly refer to parts of the proof of
[57, Theorem], for the sake of understandability, readability and complete-
ness we present practically all necessary details. As mentioned before the
formulation of Theorem, the possibility & = —oo is ruled out by the con-
vexity of the function f. Therefore, « = co. We show that ¢ preserves the
rank, i.e. for any A € S(H) the rank of ¢(A) equals the rank of A. In order
to see it, let A, B € S(H) be arbitrary. Using (1.3) it is easy to check that
S¢(A||B) < oo holds if and only if supp A C supp B. It follows that

supp ¢(A) C supp ¢(B) <= supp A C supp B

and next that

(1.11) supp ¢(A) C supp ¢(B) <= supp A C supp B.

Observe that the rank of A is k if and only if there is a strictly increasing
chain (with respect to inclusion) of supports of n density operators on H
such that its kth element is supp A. Using this characterization and (1.11)
we see that ¢ leaves the rank of operators invariant. In particular

(1.12) ¢(P1(H)) C Pi(H).

We next verify that ¢ is injective. Indeed, it is an immediate conse-
quence of the following assertion. For any A, B € S(H) we have f(1) <
St(A||B) and equality appears if and only if A = B. For the proof, it is
clear that if the support of A is not contained in that of B, then this inequal-
ity holds and it is strict. Otherwise we have

SiAlB) = 3 Y (buRQf ()
a€o(A) bea(B)\{0}

Observe that the numbers b tr P, (), are nonnegative for all a € o(A), b €
o(B)\{0} and their sum is 1. Thus, by the convexity of f it follows easily
that

w3 =5 Y Y bR | < SpAlB)

a€o(A) bea(B)\{0}

and this yields the desired inequality. Moreover, since f is strictly convex,
in the above inequality we have equality exactly when for any a € o(A) and
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b € o(B)\{0} satisfying btr P,Q, > 0, the value a/b is constant. Since
the sum of the numbers b(a/b) tr P,Qy, over such values of a and b equals
1, we get that this constant is 1. By the previous observations we easily
obtain that for any a € o(A) and b € o(B)\{0} at least one of the relations
a = b, P,Qp = 0 must hold. One can simply check that under the condition
supp A C supp B which we have supposed above, the latter property is
equivalent to the equality A = B. We conclude that ¢ is injective.

We derive a formula which will be used several times in the rest of the
proof. Define the function f3: ]0, co[— R by

fs(x) =af (i) =h (i) , x>0,

where f] is the function that has appeared in (1.8). Easy computation shows
that forany A € S(H) and P € P;(H) with supp P C supp A we have

(1.14) Sf(PHA) = tlrP|suppAf?,(A‘suppA)-

In the next part of our argument H is assumed to be 2-dimensional. We
claim that for any A € S(H ) we have

[mino(A), maxo(A)] C [mino(p(A)), maxo((A))]

meaning that ¢ can only enlarge the convex hull of the spectrum of the
elements of S(H). To verify this property, first observe that by (1.12) the
inclusion above holds for all A € P;(H). Now pick a rank-two operator
A € S(H) and set A = maxo(A) € [1/2,1]. Then there are mutually
orthogonal projections P,Q € P;(H) such that A = AP + (1 — \)Q.
Applying (1.14) we easily get that for any R € P, (H)

(1.15) S¢(R||A) = f3(\) tr RP + f35(1 — \) tr RQ.

We have seen that f is strictly increasing, so f3 is strictly decreasing and
thus f3(A) < f3(1— ). It follows that as R runs through the set P; (H ), the
quantity Sy(R||A) runs through [f3(\), f3(1 — A)]. Similarly, we infer that
for any R € Py(H) the number S¢(¢(R)|¢(A)) belongs to [f3(u), f3(1 —
)], where u = maxo(¢(A)). Since ¢ preserves f-divergence, we obtain
that

fa(p) < f3(A) < f3(1 =) < fs(1 — p).
Due to the fact that f3 is strictly decreasing this implies

mino(¢(A4)) < mino(A) < maxo(A4) < maxo(¢p(A))

which verifies our claim.
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In the most crucial part of the proof that follows we show that ¢ (%I ) =
%I . Assume on the contrary that there is a number \; €]1/2, 1] and mutu-
ally orthogonal projections P;, Q1 € P;(H) such that

(1.16) é @I) =AMP 4 (1= X))@y

By (1.15) for any R € P;(H) one has Sy (R||31) = f3 (3) and then we
deduce that

i (5) =5 (omo(51)) = s wotmm
+f3(1 = A1) tr p(R)Q1.

Because 1 = tr¢(R) = tr¢(R) Py + tr ¢(R)Q1, this gives us that f3 (3)
is a convex combination of f3(A1) and f3(1 — A1). Since these two latter
numbers are different (f3 is strictly decreasing), we infer that tr ¢(R) P; has
the same value for any R € P;(H) and the same holds for tr ¢(R)Q1, too.
We next prove that

(1.18) tr §(R)Py > tr p(R)Q;.

(1.17)

To this end, we first show that f3 is strictly convex. According to [64,
Lemma 1.3.2], a real-valued function g defined on an interval J is strictly
convex if and only if for any elements 1 < x9 < 3 in J we have

1 1 g(z1)
det | 1 zo g(x2) | >0.

1 xz3 g(x3)

It is easy to check that for any positive reals x; < z9 < x3 we have

1 L oz f3(z1) 1 1/z3 f(1/x3)
det 1 x9 fg(l’g) = det 1 1/%2 f(l/:l:g)
T1T2L3 1 x5 f3(x3) 1 1/zy f(1/x1)

and the latter number is positive due to the strict convexity of f. This
proves that f3 is also strictly convex. Using that property and the fact
that fs is strictly decreasing, referring to (1.17) one can verify in turn that
tr¢(R)Py # % and then that tr ¢(R)P; > 1. Therefore, we obtain that
tr §(R)Py > tr (R)Q1. In fact, in any representation of f3 (3) as a con-
vex combination of f3(t) and f3(1 — t) (¢t €]1/2, 1[), the coefficient of the

former term is greater than the coefficient of the latter one.
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Now choose unit vectors u and v from the ranges of P; and Q1. It is
easy to check that the matrix of an element of P;(H) with respect to the
basis {u, v} is of the form

( a eyv/a(l —a) )

gy/a(l —a) 1—a ’

where a € [0,1] and ¢ € C with |¢| = 1. It follows from what we have
observed above that when R runs through the set P;(H ), the number a =
tr ¢(R) Py in the matrix representation of ¢(R) remains constant, and since
f3 is clearly injective, a is different from the numbers 0, 1. Now we can
rewrite (1.17) in the form

(1.19) afs(n) + (1= a)fs(1 = M) = f (;) |

Next let us consider ¢ (¢> (%I ) ) We have

é <¢ (;)) — Py + (1 — A2)Qo,

for some % < A2 < 1 and mutually orthogonal elements P, Q2 of P;(H).
In fact, as ¢ can only enlarge the convex hull of the spectrum and \; > % it

follows that Aoy > % Pick an arbitrary rank-one projection R on H and set
Ry = ¢(¢(R)). Since ¢ preserves S¢(.|.), by (1.17) we have

1 1
i (5) =55 (stotmn o (0 (51) )
= Sp(Ra|[A2P2 + (1 — A2)Q2)
= f3(A2) tr Ro Py + f3(1 — o) tr RoQo.
Here Ao > % is fixed. Since we have tr Ro Ps + tr Ro(Q2 = 1, it follows just

as above that the numbers tr Ro P> and tr Ro()s are also fixed, they do not
change when R varies. Moreover, we necessarily have

(L.21) tr Ro Py > tr RaQ)o.

(1.20)

Consider a unit vector from the range of P». Let x, y be its coordinates with
respect to the basis {u, v} appearing in the previous paragraph. It is easy to
see that the representing matrix of P is
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where ¢ denotes the transposition. Moreover, since Ry is a rank-one pro-
jection which is the image (under ¢) of a rank-one projection, its matrix
representation is of the form

(et ™1507)

where a is the same as in (1.19), and ¢ € C with |¢| = 1 may vary. We have

enms (ot 57 6) 6]

Elementary computations show that the latter quantity equals
axT + v/a(l — a)eTy + /a(l — a)gxy + (1 — a)yy =
alz[* + (1 = a)ly[* + 2v/a(1 — a)R(cTy).

As we have already noted, the value of tr Ry P> does not change when R
varies and a is also constant. Therefore, we obtain that the value of

alz” + (1 = a)ly|* + 2v/a(1 — a)R(eTy)

is constant for infinitely many values of ¢ (by the injectivity of ¢ we see
that Ry runs through a set of continuum cardinality, so there is such a large
set for the values of ¢, too). It follows that R(¢Zy) is constant for infinitely
many values of € which clearly implies that zy = 0. Therefore, the column

o 9
(o) > (2)

Obviously, this can happen only when P, = P; or P, = ;. Using the fact
that R» is the image of a rank-one projection under ¢, it follows from (1.18)
that

(1.22) tr Ro Py > tr RoQ)1.

is a scalar multiple of

Therefore the equality P, = (J; is excluded due to (1.21). Consequently,
P, = P; and Q2 = Q1 and hence we obtain

(1.23) b (¢ (;)) = P+ (1- 22)Qr.
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From (1.20) we have

fa(A2) tr Ra P + f3(1 — Ao) tr RoQ1 = f3 <;> )

On the other hand, referring to the preceding paragraph we see that
tr R2P1 =a and tr Rng =1- a,
thus it follows that

(1.24) afsOa) + (1— a)fs(1 = \a) = f (;) |

We assert that the equation

(1.25) fa)+ (1= (10 = £ (5

has at most two solutions in 0, 1]. Indeed, consider the function
A= afs(A)+ (I —a)fz(1—X), A€Jo,1].

Since f3 is strictly convex, the same holds for this function, too. Therefore
it is obvious that it cannot take the same values at three different places.
Hence (1.25) does not have three different solutions in |0, 1[. But by (1.19)
and (1.24) A1, A2 and clearly % too are solutions. Since Ay > A\; > %, it
then follows that A\ = A; and referring to (1.16) and (1.23) we see that
10} (qﬁ (%I)) =¢ (%I) Since ¢ is injective, this gives us that ¢ (%I) = %I.
Therefore, ¢ sends %I to itself.

Now let 31 # A € S(H) be a rank-two operator and denote by A €]1/2,1]
its maximal eigenvalue. We assert that o(¢(A)) = o(A). Let f4: ]0,1[— R
be the function defined by

2z)+ f(2(1 —=
) = L2412 =)
Using the formula (1.3) we obtain Sy (A H +I) = f4()) and, similarly,

sy (o) 31) = 100,

where \ = maxo(¢(A)) > 3. Since ¢ preserves the f-divergence and
sends 317 to itself, it follows that Sy (¢(A) ||31) = Sy (A||31), and hence
that f4(\) = f4()\'). We have that f; is strictly convex and symmetric with
respect to the middle point % of its domain. By elementary properties of

convex functions this implies that the restriction of fy to ]1/2, 1] is strictly

x €]0,1].
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increasing. We necessarily obtain that A = )\’ and this yields that the spec-
trum of A coincides with that of ¢(A). Therefore, ¢ is spectrum preserving.

Select mutually orthogonal projections P, ) € P;(H ) and pick a num-
ber A €]1/2,1[. Consider the operator B = AP + (1 — \)Q. By the spec-
trum preserving property of ¢ we can choose another pair P', Q" € P;(H)
of mutually orthogonal projections such that ¢(B) = AP’ + (1 — \)Q’. We
have learnt before that when R runs through the set of all rank-one projec-
tions, the quantity S¢(R||B) runs through the interval [f3(\), f3(1 — A)].
Using the equation (1.15) we easily see that S;(R||B) = f3(\) if and only
if tr RP = 1 which holds exactly when R = P. Therefore, we obtain

R =P <= 5;(R|B) = f3(A) <= S;(o(R)[[¢(B)) = f3(A)
= SpOR) AP+ (1 = NQ) = fs(A) <= ¢(R) = P".
This gives us that ¢(P) = P’ and then we also obtain ¢(Q) = @’. Conse-

quently, ¢ preserves the orthogonality between rank-one projections. More-
over, we have

(1.26) $(B) = ¢(AP + (1 =2)Q) = Ao(P) + (1 = X)o(Q).

Next, we show that ¢ preserves also the nonzero transition probability
between rank-one projections. Let P and R be different rank-one projec-
tions which are not orthogonal to each other. Choose a rank-one projection
@ which is orthogonal to P. Pick A €]1/2,1[. On the one hand, we have

St(R|IAP + (1 = N)Q) = f3(A\) tr RP + f3(1 — \) - tr RQ
and on the other hand, by (1.26), we compute
SHRIAP + (1 - NQ) = S;((R)|A(P) + (1~ No(Q))
— fs(\) tr o(R)G(P) + fo(1 — ) tr S(R)H(Q).
Comparing the right-hand sides, we infer
tr RP = tr ¢(R)p(P).

Consequently, ¢ preserves the transition probability between rank-one pro-
jections.

Above we have supposed that H is two-dimensional. Assume now that
H is an arbitrary finite dimensional Hilbert space and ¢: S(H) — S(H)
is a transformation which preserves the f-divergence. We show that ¢ pre-
serves the transition probability between rank-one projections in this case
too. In fact, we can reduce the general case to the previous one. To see this,
first let Hy be a two-dimensional subspace of H and Ag € S(H) be such
that supp Ao = Ha. Set H) = supp ¢(Ayp). Since ¢ preserves the rank,
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HJ, is also two-dimensional. By what we have learnt at the beginning of the
proof in CASE II, ¢ maps any element of S(H) whose support is included
in Ho to an element of S(H ) whose support is included in H). In that way ¢
gives rise to a transformation ¢o: S(Hz) — S(H}) which preserves the f-
divergence. Consider a unitary operator V : H) — Hy. The transformation
Vo(.)V* maps S(Hz) into itself and preserves the f-divergence. We have
already seen that such a transformation necessarily preserves the transition
probability between rank-one projections which implies that the same holds
for ¢y as well. Since for any two rank-one projections P, () there exists
a rank-two element Ay € S(H) such that supp P, supp @ C supp Ay, it
follows that we have
tr PQ = tr ¢(P)$(Q).

By the non-surjective version of Wigner’s theorem we infer that there is

either a unitary or an antiunitary operator U on H such that

¢(P)=UPU*, P € P(H).
Define the map ¢: S(H) — S(H) by ¥(A) = U*¢(A)U (A € S(H)). It
is clear that ) preserves S¢(.||.) and it acts as the identity on P, (H). Let
A € S(H). Since 1) leaves the quantum f-divergence invariant, it preserves
the inclusion between the supports of elements of S(H) (see the first part of
the proof in CASE II). This implies that for every rank-one projection P on
H we have

supp P C supp A <= supp P C supp ¢(4).
We easily obtain that supp A = supp 1(A). Let P be an arbitrary rank-one

projection which satisfies supp P C supp A = supp¥(A). Using (1.14)
and the equality Sy (P|1)(A)) = Sf(P||A) we deduce that

tr Pf3(y(A)) = tr Pf3(A).

It follows that f35(1)(A)) equals A on supp A. Using the injectivity of f3 we
can infer that )(A) = A and next that ¢(A) = UAU™*. This completes the
proof of the theorem. (]



Maps on positive definite matrices preserving
generalized distance measures

2.1. Introduction and statement of the results

Motivated by former results on the structure of surjective isometries of
spaces of positive definite matrices obtained in the paper [62], in the present
chapter we study so-called generalized distance measures which are param-
eterized by unitarily invariant norms and continuous real functions satisfy-
ing certain conditions. In the present chapter we determine the structure of
all transformations on the space of all positive definite matrices that preserve
not only a true metric, but a given generalized distance measure. Among
the many possible applications, we emphasize that using our new result it is
easy to describe the surjective maps of the set of positive definite matrices
that preserve the Stein’s loss or several other types of divergences. We also
present results concerning similar preserver transformations defined on the
subset of all complex positive definite matrices with unit determinant. The
results of this chapter appeared in [63].

We begin with a short history of the problem we are considering in this
chapter. First of all we mention that in [62], L. Molnar has described the
structure of all surjective isometries of the space P, of all n x n complex
positive definite matrices with respect to any element of a large family of
metrics. Those distances can be regarded as generalizations of the geodesic
distance in the natural Riemannian structure on IP,,. To explain this, a few
details follow. The set IP,, is an open subset of the normed linear space H,,
of all n x n Hermitian matrices, hence it is a differentiable manifold which
can naturally be equipped with a Riemannian structure as follows. For any
A € P, the tangent space at A is identified with H,, on which we define an
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inner product by
(X,Y), =tr(A"Y2XA7YA™Y?) XY € H,.
Clearly, the corresponding norm is
1Xla = A7 XA |gs, X € H,,

where ||.|| s stands for the Hilbert-Schmidt norm (Frobenius norm) defined
by ||T||%g = tr(T*T) for every element T of M, the linear space of all
n X n complex matrices. In that way we obtain a Riemannian space whose
geometry has been investigated deeply in the literature for many reasons.
It is well known that in this space the geodesic distance dr (A, B) between
A, BelP,is

2.1) 6r(A, B) = ||log AV2BA™Y2?||ys.

That sort of distance measure appears in a more general setting, too. In fact,
in a series of papers from the 1990°s Corach and his collaborators studied the
cone of invertible positive elements in general C*-algebras equipped with a
Finsler-type structure, see, e.g., [22], [23], [24]. They explored interesting
and important connections among geodesics, operator means and operator
inequalities. In the particular case of matrices (i.e., when the underlying
C*-algebra is just M) the structure they studied is the following. At any
point A € IP,,, on the tangent space H,, a Finsler-type norm is given by

1X]]a = [[AT2X A2, X € H,

where ||.|| stands for the usual operator norm (spectral norm). The corre-
sponding shortest path distance on IP,, can be computed in a way similar to
(2.1) but the Hilbert-Schmidt norm is replaced by the operator norm.

Proceeding further, we mention that in the paper [34], Fujii presented
a common extension of the above two approaches in the setting of finite
dimensional C'*-algebras. For the algebra M, of all n x n complex matrices
this means the following. Let IV be a unitarily invariant norm on M,,. For
each point A € PP, and every vector X € Hl,, define

N(X)4=NA2XA/?)

which gives a Finsler-type metric on the tangent space at A. Theorem 5
in [34] states that in the corresponding structure on IP,, the shortest path
distance dy (A, B) between any pair A, B € P, of points is

(2.2) dy(A,B) = N(log A"V/2BA™1/2),



Introduction and Statement of the Results 27

In [62] L. Molnar has described the structure of all surjective isometries of
P, with respect to any such metric dy. In the same paper another structural
result has also been presented concerning the isometries of IP,, with respect
to a recently defined interesting metric originating from the so-called sym-
metric Stein divergence. The details in short are the following. For any pair
A, B € P, of positive definite matrices the Stein’s loss [(A, B) is defined
by
I(A,B) = tr AB™' —logdet AB™' — n.

The Jensen-Shannon symmetrization of [( A, B) is the quantity

k-1 ((+452) 1 (o22)

which is called symmetric Stein divergence. It is easy to see that we have

A+ B
2

In [79] Sra has proven that the square root of S;g, i.e.,

6S(A,B) = v/ SJS(A,B), A,B (S Pn,

gives a true metric on P,,. (As a matter of curiosity we mention that in [19]
it was conjectured that dg not a metric, shortly after that in [18] the opposite
was claimed, and finally, Sra has shown that dg is indeed a true metric on
P,,.) In [79] he has pointed out the importance of this new distance function.
Among others, he has emphasized that dg is a useful substitute of the widely
applied geodesic distance dp, it respects a non-Euclidean geometry of a
rather similar kind, but, compared to the case of dr, the calculation of dg
is easier, it is much less time and capacity demanding which is a really
considerable advantage from the computational point of view. In [62] the
structure of all surjective isometries of the metric space (P, dg) has also
been determined.

This was the short history of the former results in [62] and now a few
sentences about the new results we are going to exhibit. First of all, our main
aim here is to give a far reaching and common generalization of the above
mentioned results in [62]. Our idea comes from the following observation.
The metrics dp, g can be regarded as particular distance measures of the
form

(2.3) dn.f(A,B) = N(f(A"Y2BA™1Y/?)), A BeP,,

where N is a unitarily invariant on M, and f: |0, oo[— R is an appropriate
real function. We emphasize that dy s is not a true metric in general only

1
Sys(A, B) = log det < > — §log det AB, A,BeP,.



28  Maps on positive definite matrices preserving generalized distance measures

a so-called generalized distance measure. By this concept in this chapter
we mean a function d : X x X — [0,00[ (X is any set) which has the
definiteness property (for arbitrary z,y € X we have d(z,y) = 0 if and
only if x = y), but neither the symmetry of d nor the triangle inequality for
d is assumed.

In Theorem 2.1 below we determine the structure of all surjective maps
on [P, that leave dy f(.,.) invariant. To demonstrate that our new result
really extends the ones we have obtained in [62], observe that the metric dy
considered in [62] (and also defined in (2.2)) coincides with d oe defined
in (2.3). As for dg, for any A, B € IP,, we have

Y+1 1
6s(A,B)? = Sys(A,B) = tr <10g R 3 log Y> =
Y+IT 1
log —— — —logY
’0g 2 2% 1

with Y = A=1/2BA~1/2 where ||.||; denotes the trace-norm on M,,. In-
deed, on the one hand, observe that (log(Y +1)/2—1/2logY) is a positive
semidefinite matrix for every positive definite Y and hence its trace equals
its trace-norm. On the other hand, one can compute

Y+T 1
tr (log ;_ —210gY>

ATV2(B+A)AT2 1 1
= log det ( —21_ ) —3 logdet B + 3 log det A
A+ B 1 1
= log det 5 logdet A — 3 log det B + 3 logdet A = S;5(A, B).

We now present our main result which is a far reaching generalization
of the mentioned structural theorems obtained in [62].

THEOREM 2.1. (Molnar, Szokol [63])
Let N be a unitarily invariant norm on M,,. Assume f:]0,00[— Risa
continuous function such that

(al) f(y) =0 holds if and only if y = 1;
(a2) there exists a number K > 1 such that

[Fy)] = Klf(y)l. v €]0,00[.
Define, as above, dy ¢ : P, x P,y — [0, 00[ by

dn. (A, B) = N(f(A"V2BAY2)), A, BeP,.
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Assume that n > 3. If ¢: P, — P, is a surjective map which leaves
dn, f(., .) invariant, i.e., which satisfies

then there exist an invertible matrix T' € M, and a real number c such that
¢ is of one of the following forms

(f1) ¢(A) = (det A)TAT*, AcP,;

(f2) ¢(A) = (det A)TATIT*  A€Py;
(f3) ¢(A) = (det A)TAYT* A€ Py,
(f4) ¢(A) = (det A)T(AN)IT* A€ P,

Apparently, the function d f(.,.) appearing in the theorem is a gener-
alized distance measure in the sense we introduced above.

As we have already observed, the function f in (2.4) which corresponds
to the metric dy in (2.2) is the logarithmic function while the function f
corresponding to Syg is the one defined by f(y) = log((y + 1)/(2y/%)).
y > 0. It is easy to check that both functions have the properties (al), (a2)
listed in the theorem (the constant K being 2 in both cases).

In what follows we point out that Theorem 2.1 applies for many other
generalized distance measures. First of all, we mention the Stein’s loss. One
can easily see that for any A, B € P, we have

(A, B) =tr(Y ' —logY ' = I) =Y ! —logY ! — Iy,

where Y = A~Y/2BA~1/2 The latter equality follows from the fact that the
matrix Y ! —log Y ~! — I is positive semidefinite for every positive definite
Y which is the consequence of the inequality y ' —logy~!—1> 0,y > 0.
Therefore, we can write [(A, B) = dy, (A, B), where N is the trace-norm
and f(y) = y~! —logy~! — 1, y > 0. One can check that this function
satisfies the conditions (al), (a2) (with constant K = 2) in Theorem 2.1.

Beside the Jensen-Shannon symmetrization S ;g of the Stein’s loss [
appearing above, in the literature they have investigated in details the so-
called Jeffrey’s Kullback-Leibler divergence defined by

I(A,B)+ (B, A)

2 Y
which represents the most natural symmetrization of the function [. The
advantages offered by this generalized distance measure (which is not a true
metric) are similar to those by S ;g (more precisely, by dg): it has many
of the properties of the geodesic distance dr but its calculation does not

SikL(A,B) =

A BelP,
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require matrix eigenvalue computations, or logarithms, see [20]. It can be
easily seen that for any A, B € P, we have

Y+Y—12I> B HY+Y—121
2 B 2

)

SJKL(A, B) =tr <
1

where Y = A~1/2BA~1/2. Again, to see the last equality we note that
the matrix (Y + Y ! — 21)/2 is positive semidefinite for every positive
definite Y. Therefore, we can write S;x1.(A, B) = dn,¢(A, B), where N
is the trace-norm and f(y) = (y + y~! — 2)/2, y > 0. Easy computations
show that f satisfies the conditions (al), (a2) (with constant K = 2) in
Theorem 2.1.

To present further examples, we recall that in the paper [18] Chebbi
and Moakher introduced and studied a one-parameter family of divergences
which is related to the Stein’s loss. For any parameter —1 < « < 1 they
defined the so-called log-determinant a-divergence D¢, by

4 det (1524 + 42 B)
1— a2 % (det A)1—0)/2(det B)(1+0)/2’
For oo = +1 they defined
D; (A, B) =tr(A™'B —I) —logdet(A™'B), A,B¢€P,;
Dip(A,B) =tr(B A1) —logdet(B™'A), A,B¢cP,.
We clearly have
Dyb(A,B) =1(B, A) = Y ~logV ~ I,

Dip(A, B) = A,B€P,

and

Dip(A,B)=1(A,B) =Y~ —logY ' — I}y,
where Y = A~1/2BA~1/2. Furthermore, for —1 < o < 1, one can easily
check that

'p(A,B) =

holds with Y = A=Y/2BA~1/2 It can be shown by elementary calculus
that

(1-—a)+(1+a)y
>
(2.5) log ( 5y AT/ >0
for all y > 0. Therefore, the matrix
l1-a)l+(1+a)Y 14«
2 2

o <log lI-a)+(1+)Y 1+alogY>

log

logY
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is positive semidefinite for any positive definite Y and we obtain that D% |,
can be written as D¢, = dy,y, where N is the trace-norm and f is the
function of the real variable y that appears in (2.5). It is not difficult to check
that this f also satisfies the conditions (al), (a2) (again, with constant K =
2). To sum up, above we have shown that the field of possible applications
of Theorem 2.1 is really large, a number of generalized distance measures
fulfill its assumptions.

Also relating to the applications of our main theorem, we must point
out that in the particular choices of the unitarily invariant norm N and real
function f, after the use of Theorem 2.1 one may need to make further steps
in order to determine the precise structure of particular distance measure
preservers. In accordance with this we present the complete structural result
for the measures we have discussed above.

THEOREM 2.2. (Molnar, Szokol [63])
Let div(., .) denote any of the functions l(.,.), D¢ (.,.), -1 < a < 1. A
surjective map ¢: P, — Py, preserves div(.,.), i.e., satisfies

d“}<¢(A)7¢(B>) = dZU(AvB)v A, B € Py,

if and only if there exists an invertible matrix T' € M, such that ¢ is of one
of the forms
¢(A) =TAT*, AecPy
d(A) =TAYT*, AP,
A surjective map ¢: P,, — P, preserves Syxr(.,.), if and only if there
exists an invertible matrix T' € M, such that ¢ is of one of the forms
d(A) =TAT*, AecPy,;
¢(A) =TA™'T*, A€Py
P(A) =TAT*, A€Py
H(A) =T(AMIT*, AcP,

The proof follows from Theorem 2.1 and from rather simple calcula-
tions hence we shall not present it.

In connection with the problem of defining the geometric mean of a
finite collection of positive definite matrices, in [53] Moakher studied the
submanifold P\, of P, which consists of all n x n positive definite matrices
with determinant 1. Moreover, in the paper [32] the authors examined the
same structure for its interesting connections to the space of so-called dif-
fusion tensors. In fact, they also studied the set P, of all positive definite
matrices with constant determinant ¢ which, for any positive ¢, is a so-called
totally geodesic submanifold of P,,. These facts motivate us to complete our
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main result by describing the corresponding generalized distance measure
preservers also on P; . In fact, following the approach given in [62] we first
determine the structure of all continuous Jordan triple endomorphisms of
]P’,ll (i.e., continuous maps respecting the Jordan triple product ABA). Fi-
nally, in our last result we shall describe the structure of all surjective trans-
formations on IP’}L which leave a given generalized distance measure dy, ¢
Ivariant.

THEOREM 2.3. (Molnar, Szokol [63])
Assume n > 3. Let ¢: P — PL be a continuous map which is a Jordan
triple endomorphism, i.e., ¢ is a continuous map which satisfies

$(ABA) = ¢(A)¢(B)p(A), A,BEeP,.

Then there is a unitary matrix U € M, such that ¢ is of one of the following
forms

(gl) ¢(A) =UAU*, AcPL;

(g2) ¢p(A) =UA lU* AcPl
(g3) ¢(A) = UAYU*, AcPl;
(24 6(A) = U(A) 107, A'e Pl
(g5) ¢(A) =1, AcPl

The theorem immediately gives us the following structural result on the
continuous Jordan triple automorphisms of IP)}T

COROLLARY 2.4. Assume n > 3. Let ¢: PL — PL be a continuous Jordan
triple automorphism, i.e., a continuous bijective map which satisfies

$(ABA) = (A)p(B)$(A), A B P,
Then ¢ is of one of the forms (g1)-(g4).

Our result on the form of surjective transformations of P! leaving a
generalized distance measure dy, ; invariant reads as follows.

THEOREM 2.5. (Molndr, Szokol [63])
Let N be a unitarily invariant norm on M,, and f: ]0, co[— R be a contin-
uous function which satisfies the conditions (al), (a2). Assume that n > 3.
Let ¢: PL — P be a surjective map which preserves dn,f(.,.), i.e, which
satisfies

dx 1 (6(A), (B)) = dws(A, B), A,BePL.
Then there exists an invertible matrix T with | det T'| = 1 such that ¢ is of
one of the following forms

(h1) ¢(A) = TAT*, AcP.;
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(h2) ¢p(A) = TAT'T*, AcPl;
(h3) ¢(A) = TAT* AcPl;
(hd) ¢(A) = T(A™)~'T*, AcPl

Using this theorem one can easily obtain the structure of dy, -preserving
surjective maps of the spaces [P}, as follows. Observe that for any dy -
preserving surjective map ¢ of 5 and for the number A = {/c, the trans-
formation ¢ defined by ¥)(A) = (1/A\)$(A\A), A € Py, is a d, s-preserving
surjective map of PL. Hence, Theorem 2.5 applies and we have the follow-
ing corollary.

COROLLARY 2.6. Let N, f be as in the previous theorem and assume n > 3
and c is a positive real number. If ¢: Py — ¢ is a surjective map which
preserves dy ¢(.,.), i.e., which satisfies

dN,f(¢(A)’ ¢(B)) = dN,f(Av B)a Aa B e wa

then there exists an invertible matrix T with |det T'| = 1 such that ¢ is of
one of the following forms

$(A) = TAT*, AePe;

H(A) = N2TA-IT*,  AcPS;

p(A) = TAYT*, AP

H(A) = N2T(A") 1T+, AP,
where \ = {/c.

2.2. Proofs

In this section we present the proofs of our results. We begin with
some auxiliary statements. The most important one among them, Proposi-
tion 2.11, shows that on certain substructures of groups surjective transfor-
mations that preserve a given generalized distance measure d which is com-
patible with the group operation, necessarily preserve locally the so-called
inverted Jordan triple product (i.e., they respect the operation zy~'x). We
emphasize that results of this kind, which can be considered as noncommu-
tative versions of the famous Mazur-Ulam theorem (see Theorem 0.3), first
appeared in the paper [38]. In fact, below we closely follow the approach
presented in Sections 2 and 3 of that paper but here we have to make several
small modifications according to our present need.

In what follows, after a simple definition we shall exhibit statements
that are similar to Lemma 2.3 and Theorem 2.4 in [38] and then we shall
introduce conditions similar to the ones B(.,.) and C(.,.) in Definitions 3.2
and 3.4 in that paper. Finally, we shall obtain Proposition 2.11, a statement
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similar to Corollary 3.10 in [38] which is the basic tool in the proof of our
main result.

DEFINITION 2.7. Let X be a setand d : X x X — [0, 00| be any function.
We say that a map ¢: X — X is d-preserving if

d(p(z), ¢(y)) = d(z,y)
holds for any x,y € X. We say that ¢ is d-reversing if

d(e(x), 0(y)) = d(y, z)
holds for any z,y € X.

LEMMA 2.8. Let X be a set and d : X x X — [0,00[ be an arbitrary
function. Assume ¢ : X — X is a bijective d-reversing map, b € X, and
K > 1is a constant such that

d(z,p(z)) > Kd(x,b), =€ X.

If sup{d(z,b)|z € X} < oo, then for every bijective d-reversing map
f: X — X we have d(f(b),b) = 0.

PROOF. Let
A =sup{d(f(b),b)|f: X — X is a bijective d-reversing map}.
Then 0 < A < co. For an arbitrary bijective d-reversing map f: X — X,

consider f = f~l oo f. Then f is also a bijective d-reversing transfor-
mation and

A = d(f(b),b) = d(f(b),(f (b)) = Kd(f(b),b).
By the definition of A we get A > KA which implies that A = 0 and this
completes the proof. U

PROPOSITION 2.9. Let X be a set, d : X x X — [0, 00[ be any function.
Let a,b € X and assume that o: X — X is a bijective d-reversing map
such that p(b) = b and ¢ o @ is the identity on X. We set

L ={z e Xl|d(a,z) = d(z,¢(a)) = d(a,b)}.

Suppose that sup{d(x,b)|x € L} < oo and there exists a constant K > 1
such that

d(z,p(x)) > Kd(z,b), z€L.
If T': X — X is a bijective d-preserving map, ): X — X is a bijective
d-reversing map, moreover (T (a)) = T'(¢(a)) and (T (p(a))) = T(a)
hold, then we have

d((T (b)), T (b)) = 0.
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PROOF. Since ¢(b) = b and ¢ is a d-reversing map, we have

d(a,b) = d(p(b),(a)) = d(b, p(a)),
which implies that b € L. Let

L' = {y € X|d(T(a),y) = d(y, T(¢(a))) = d(a,b)}.

Using the bijectivity and the d-preserving property of 7' one can easily
check that T(L) = L’. Furthermore, in a similar way, by the bijectivity
and the d-reversing property of the maps ¢, 1) we obtain that ¢(L) = L and
¢ (L) = L. Consider now the transformation 7' = T~! o ) o T'. Plainly, the
restrictions of the maps 7" and ¢ to L are bijective d-reversing maps of L.
Since sup{d(z,b)|x € L} < oo, applying the previous lemma we deduce
that

O

In the following we need some notions. Let G be a group. The opera-
tion (x,y) ~ 2y~ 'x is called inverted Jordan triple product. A non-empty
subset X of GG is called a twisted subgroup if it is closed under that oper-
ation, i.e. zy 'z € X holds for every pair z,y € X. We say that X is
2-divisible if for each @ € X the equation 22 = a has a solution x € X. We
say that X is 2-torsion free if the unit element e of GG belongs to X and the
equality 22 = e implies z = e.

We shall need the following technical lemma. We remark that its proof
has appeared as a part of the proof of Corollary 3.10 in [38].

LEMMA 2.10. Let X be a twisted subgroup of a group which is 2-divisible
and 2-torsion free and let ¢ € X. The only solution x € X of the equation
cxle=zisr=c

PROOF. Since X is 2-divisible there exists an element g € X such that
g> = c. From g’z '¢g?> = z it follows that g?z~1¢g?2z~! = e and then

multiplying by ¢! from the left and by g from the right, we have
e=gr g’z g = (927" g)%
By the 2-torsion free property of X we deduce that gz ~'g = e. This implies

z~ ' =g 2?andhence z = ¢°> = c. O

We next introduce some conditions for a pair a, b of elements that be-
long to a twisted subgroup of a group. We shall use them in the next propo-
sition.
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Let X be a twisted subgroup of a group G, letd : X x X — [0, 00
be any function and pick a,b € X. We say that the pair a, b satisfies the
condition

(b1) if the equality
d(bz~1b, by~ 1b) = d(y, x)
holds for any x,y € X;
(b2) if sup{d(x,b)|z € Ly} < 0o, where

Loy = {z € X|d(a,r) = d(z,ba"'b) = d(a,b)};
(b3) if there exists a constant X > 1 such that
d(z, bz 'b) > Kd(z,b), x € Lay;
(b4) if there exists an element ¢ € X with ca™ !¢ = b such that
d(cxte,cy~te) = d(y, z)
holds for any x,y € X.

Now we present our basic tool in the proof of Theorem 2.1.

PROPOSITION 2.11. Let G be a group and X C G atwisted subgroup which
is 2-divisible and 2-torsion free. Assume that the function d : X x X —
[0, 00[ is a generalized distance measure, i.e., it has the property that for
any x,y € X we have d(x,y) = 0ifand only if x = y. Let T: X — X be
a surjective d-preserving map. Pick a,b € X such that the pair a, b satisfies
the conditions (b1)-(b3) and the pair T (a), T'(ba~'b) satisfies the condition
(b4). Then we have

T(ba™1b) = T(b)T(a) 1T (D).

PROOF. First observe that any d-preserving function is automatically
injective. Let o(x) = bz~ 'b for every z € X. Then ¢ is a bijective
d-reversing map on X and it satisfies the conditions appearing in Proposi-
tion 2.9, i.e., it fixes b and ¢ o ¢ is the identity. Since (b4) holds for the pair
T(a), T(ba='b), there exists an element ¢ € X such that

(2.6) cT(a) e =T(ba'b)

and d(cz~'c,cy~'c) = d(y,r) holds for all z,y € X. Let the map
1: X — X be defined by 1)(x) = cz~!c for every x € X. Clearly, ¢
is a bijective d-reversing map on X and by (2.6) we have that ¢)(T'(a)) =
T(¢(a)) and also that )(T'(¢(a))) = T'(a) holds. Now we are in a position
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to apply Proposition 2.9 and we get that d(¢)(T'(b)),T'(b)) = 0 which im-
plies T(b) = ¢T'(b)~'c. Using Lemma 2.10 we infer that ¢ = 7'(b). Finally,
by (2.6) we obtain

T(ba™'b) = T(b)T(a) T (b).

After these preliminaries we can present the proof of Theorem 2.1.

PROOF OF THEOREM 2.1. Let N, f be as in the formulation of theo-
rem and let ¢: P,, — IP,, be a surjective map which preserves the general-
ized distance measure dy f(.,.), i.e., assume

dn,;(¢(A),d(B)) =dnys(A,B), A, BecP,.

We are going to apply Proposition 2.11. To do this, we show that all con-
ditions appearing there are satisfied for P,, and for any pair A, B of its ele-
ments.

First, X = IP,, is a twisted subgroup of the group of all invertible matri-
ces which is clearly 2-divisible and 2-torsion free. Next, we assert that the
equalities

dy, (A7, B™) = dn j(B, A);
dn f(TAT*, TBT*) = dn (A, B)
hold for all A, B € P, and invertible matrix T" € M,,. Indeed, let A, B € P,,
and consider the polar decomposition B~1/2AY/2 = 7| B~1/2A1/2|. We see
that |[A'/2B~1/2|2 = U|B~/2AY/?|2U* and then compute

dy g (A~ B7Y) = N(f(AV2BTIAY2) = N(f(|B712 A2 )
= N(f(U*|AY2B72PU) = N(U* f(|AV2 B2 )0)
= N(f(B2AB7Y%) = dy 4(B, A).

2.7

Now, for an arbitrary invertible matrix 7' € M, we deduce
(TAT*)~V2TBT* (T AT*)~%/2)?
= (TAT*) \2TBT*(TAT*) " "TBT* (T AT*)~'/2.
For X = A~Y2BT*(TAT*)~'/? we have
XX*=ATV2BATIBATY? = (A72BATY?)2,



38 Maps on positive definite matrices preserving generalized distance measures

Hence, using the polar decomposition X = V| X |, we compute
(TAT*)~Y2T BT*(TAT*)~/?
= (TAT*)"Y2TBT*(TAT*) "\ TBT*(TAT*)~'/%)!/2
= ((TAT*)"Y2TBA-'BT*(T AT*)~/?)1/2
= (X*X)V?2 = |X| = V¥X*|V = V*(AV2BAT )V

It readily follows that dy ¢(T'AT*,TBT*) = dn,f(A, B) holds for any
A, B € P, completing the proof of (2.7).

Let us now select two arbitrary elements A, B of P,. By (2.7), the
condition (bl) is satisfied for the pair A, B. As for condition (b2), let us
consider the set H of those elements X € [P,, for which we have

dn,f(A, X) = N(f(AT/2XA72))
= N(f(A7'/2BA7Y?)) = dy (A, B).
(Clearly, Ly, g C H.) We show that the corresponding set of numbers
N(f(X7V2BX7V?)) = dy 4(X, B)
=dn (B~ X1 = N(f(B'2X™'B'%)

is bounded. Indeed, since N(f(A~1/2X A~1/2)) is constant on # and N is
equivalent to the operator norm ||.||, the set

{IF(AT2X A7) X € H)

is bounded. It is easy to see that (al), (a2) imply

Then it follows easily that there are positive numbers m, M such that mI <
A~1/2X A=1/2 < MT holds for all X € H. Clearly, we then have another
pair m’, M’ of positive numbers such that m’l < X < M'I and finally
another one m”, M" such that m”I < BY2X-1BY2 < M"T holds for
all X € H. By continuity, f is bounded on the interval [m”, M"] and this
implies that the set

{N(f(BY2X~1BY2)): X ¢ H}

is bounded. We conclude that the condition (b2) is fulfilled.
Relating to condition (b3) we assert that N(f(C?)) > KN(f(C))
holds for every C' € P,. To see this, we recall the famous fact that any



2.2. PROOFS 39

unitarily invariant norm on M, is induced by some symmetric gauge func-
tion on R™. By a well-known result of Ky Fan [27], for given finite se-

quences 0 < a, < ... <ayand 0 < b, < ... < by of numbers we have
®(ay,...,an) < O(by,...,by,) for all symmetric gauge functions ® on R
if and only if the inequality
k k
> ar <D by
=1 =1

holds for every 1 < k < n. By (a2) it then follows that
(2.8) U(ISODL- - FODN) = BEE(F ) [F )]

where U is the symmetric gauge function corresponding to N and Ay, ... A,
are the eigenvalues of an arbitrary positive definite matrix C' € P,. Conse-
quently, we obtain the desired inequality N (f(C?)) > KN(f(C)).

Next, selecting any X € P, and setting Y = X~ /2BX —1/2 we easily
deduce that

dy (X, BX7IB) = N(f(X"Y2BX"1BX~1/?))
= N(f(Y?) = KN(f(Y)) = KN(f(X"?BX /%)) = Kd 4(X, B).
Therefore, the condition (b3) is also satisfied. Consequently, all assumptions
(b1)-(b3) are fulfilled for any pair A, B € P,,.

We assert that the same holds in relation with condition (b4), too. To
see this, observe that for any pair A, B € P, we can find C' € P, such
that CA='C = B. Indeed, the geometric mean of A and B, that is, the
positive definite matrix C' = A'/2(A~1/2BA~1/2)1/2A1/2 is a solution of
that equation. The remaining invariance property of dy ; in (b4) has already
been verified in (2.7).

Taking all the information what we have into account, we can now apply
Proposition 2.11 and obtain that ¢: P,, — P, is a bijective map which
satisfies

$(BA™'B) = ¢(B)¢(A) "' ¢(B)
for all A, B € PP,,. We prefer to write

$(AB™'A) = 9(A)$(B)'(4), A,BeP,.
Consider the transformation v : P, — P, defined by
W(A) = ¢(D) 7 Pe(A)p(I) 712, A€ P,
It is easy to see that ¢ is a bijective map on P,, which satisfies
U(ABTIA) = p(A)y(B) 'Y (4), A BeP,



40  Maps on positive definite matrices preserving generalized distance measures

and has the additional property that ¢)(I) = I. Substituting A = I in the
above displayed equation we obtain that 1»(B~!) = v)(B)~! which implies
that v is a Jordan triple automorphism of P,,, i.e., a bijective map satisfying

We next prove that ¢ is continuous in the operator norm. Clearly, v pre-
serves dy f(.,.) which is a consequence of the second invariance property
in (2.7). Let (X,,) be a sequence in P, which tends to X € IP,, with respect
to the operator norm topology. Then X ~1/2X,, X~1/2 — T, and hence

dn (X, Xp) = N(f(X7Y2X,X71?)) = N(f(I)) = 0.

Since 1) preserves the generalized distance measure dy ¢(., .), we infer that

N(f((X) 72X )(X)72)) = di s ((X), (X)) — 0.

It follows that f(1/(X)~"/24(X,)¢(X)~1/2) — 0 in the operator norm.
By the continuity of f and the property (al), it is easy to verify that we
necessarily have

B(X) V(X )w(X) T2 T,

i.e., ¥(X,) — ¥(X) in the operator norm and we obtain the continuity of
.

The structure of continuous Jordan triple automorphisms of P,, has been
determined in [62]. Applying Corollary 2 in that paper we have a unitary
matrix U and a scalar ¢ # —1/n such that ¢ is of one of the forms

(i) Y(A) = (det A)CUAU*, A€ Py;
(i) P(A) = (det A)UATIU*, A€ Py
(iii) ¥(A) = (det A)UA"U*, A€ Py
(iv) P(A) = (det A)U(A™)IU*, A€P,.
By the definition of the transformation 1) we get that ¢ is necessarily of one
of the forms (f1)-(f4) and the proof of the theorem is complete. U

As mentioned before, when trying to determine the precise structure of
bijective maps of PP, preserving a generalized distance measure with par-
ticular NV and f, one should not stop at applying Theorem 2.1 but proceed
further and check which ones of the possibilities (f1)-(f4) and for which pa-
rameters c and T’ give transformations that really have the desired preserver
property (2.4). In fact, as for 7', we can tell that for any invertible matrix
T € M, the map A — T AT™ satisfies (2.4). This follows from the sec-
ond equality in (2.7). Concerning the inverse operation A — A~!, there
are cases where it does not show up. In fact, by the first equality in (2.7)
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that map is d, s-reversing, hence when dy y is not symmetric, the inverse
is surely not dy, s-preserving. For example, this is the case with the Stein’s
loss [(., .). However, the transpose is always dy, r-preserving. Indeed, it fol-
lows from the facts that the transpose operation commutes with the inverse
operation, with the square root, with the map A — f(A), and furthermore
N(C*™) = N(C) holds for every self-adjoint matrix C'. For the above rea-
sons, the map A — (A"™)~! sometimes shows up, sometimes does not. This
is the case with the determinant function too as can be seen, for example, in
Theorem 3 in [62].

We now turn to the proof of Theorem 2.3. The structure of continuous
Jordan triple endomorphisms of P, has been described in Theorem 1 in [62].
We are going to apply that result in the proof below.

PROOF OF THE THEOREM 2.3. Let ¢: P — P! be a continuous Jor-
dan triple endomorphism of P, i.e., a continuous map which satisfies

$(ABA) = ¢(A)¢(B)$(A), A,BEP,.
Consider the transformation v : P,, — P, defined by

W(A) = ¥/t (A)o <A> . AeP,
V/det(A)

One can check trivially that v is a Jordan triple endomorphism of PP, which
extends ¢. Applying Theorem 1 in [62], it follows that there exist a unitary
matrix U € M,, and a real number c such that ¢ is of one of the forms (i)-(iv)
appearing at the end of the previous proof, or there exist a set { P, ..., P,}
of mutually orthogonal rank-one projections in M, and a set {c1,...,c,}
of real numbers such that 1) is of the form

V) Y(A) =37 (det A)%P;, AeP,.
Clearly, in this latter case 1/ sends matrices with unit determinant to the

identity. This implies that ¢ is really of one of the forms (g1)-(g5). The
proof of the theorem is complete. (]

In what remains we present the key steps of the proof of Theorem 2.5.
In fact, we use an approach very similar to the one we followed in the proof
of Theorem 2.1 above hence the details are omitted.

SKETCH OF THE PROOF OF THEOREM 2.5. Let ¢: P. — P. be a sur-
jective map which preserves the generalized distance measure dy ¢(., .), i.e.,
which satisfies

dnf((A),¢(B)) = dn (A, B), A,BeP).
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We claim that all conditions appearing in Proposition 2.11 are satisfied.

Clearly, the set ]P’,ll is a 2-divisible and 2-torsion free twisted subgroup
of the group of all invertible matrices. Referring back to the proof of Theo-
rem 2.1, the invariance properties (2.7) of d, ; hold true on the set IP’}l, too.
Similarly, the conditions (b1)-(b4) are satisfied for every pair A, B of ele-
ments of the subset P} of P,,. This means that we can apply Proposition 2.11
and we then obtain that ¢ is an inverted Jordan triple automorphism of P.,
ie.,

$(AB™'A) = ¢(A)¢(B)'$(A), A,BeP.

Next, we consider the transformation ¢: PL — P! defined by

Y(A) = o(1) 7 2(A)p(1)7V?, AeP,
It turns to be a Jordan triple automorphism of IP’%L which also preserves the
generalized distance measure dy ;. Following the argument presented in
the proof of Theorem 2.1 gives that ¢ is continuous. Therefore, by Corol-
lary 2.4, we get that ¢ is of one of the forms (g1)-(g4). Finally we conclude
that ¢ is of one of the forms (h1)-(h4) and this completes the proof. O

Finally, we note that in several applications the set of symmetric posi-
tive definite real matrices plays more important role than that of the positive
definite complex matrices. See, e.g., [53] and [32]. In accordance with
this, we remark that the main results of this chapter, Theorem 2.1 and The-
orem 2.5, along with Theorem 2.2 and Corollary 2.4, Corollary 2.6 remain
valid also in the real case. Indeed, a careful examination of our arguments
above shows that all steps in the proofs can be unaltered, the only thing we
really need to deal with is the structure of all continuous Jordan triple auto-
morphisms of the set of all n X n symmetric positive definite real matrices
(n > 3). In the complex case, those transformations have been described by
Molnér in Corollary 2 in [62]. In the real case, we can follow steps similar
to the ones given in the proofs of Lemmas 5-7 and Theorem 1 in that paper.
In fact, the mentioned lemmas can be shown in the same way as in [62] (the
proof of Lemma 7 is given in [54]), but as for Theorem 1 and its Corollary
2 we need to use the result of Chan and Lim which describes the structure
of all bijective commutativity preserving linear maps on the space of n X n
symmetric real matrices [17]. Apparently, this means that in the real case
we have a structural result only for Jordan triple automorphisms and not for
all continuous Jordan triple endomorphisms.



Surjective isometries of the space of all generalized
distribution functions

3.1. Introduction and statement of the results

In this chapter we determine the structure of surjective isometries of the
space of all (continuous) generalized probability distribution functions with
respect to the Kolmogorov-Smirnov metric. The corresponding preserver
results can be found in [61].

Motivated by the famous Banach-Stone theorem, in the paper [26] G.
Dolinar and L. Molndar have described the general forms of surjective isome-
tries of the space of all probability distribution functions with respect to the
Kolmogorov-Smirnov metric. By a distribution function here we mean a
mapping d : R — R which is monotone increasing, continuous from the
right, and has limit 0 at —oo and 1 at co. We note that the set of all such
functions plays an important and fundamental role in probability theory and
statistics. Throughout the present chapter this set will be denoted by D(RR).
For any two elements f and g of D(R) the Kolmogorov-Smirnov distance
between them is defined by the formula

p(f,g9) = sup | f(t) — g(D)],

which shows that it originates from the uniform norm on the Banach space
of all real-valued bounded functions of a real variable. We note that the sig-
nificance of this metric lies in its applications in the Kolmogorov-Smirnov
statistics and test.

As mentioned before in [26] the authors have determined all surjec-
tive isometries of D(R) with respect to Kolmogorov-Smirnov metric. It
turned out that similarly to the conclusion in Banach-Stone theorem the

43
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Kolmogorov-Smirnov isometries are closely related to composition oper-
ators. This result reads as follows.

THEOREM 3.1. (Dolinar, Molnar [26])

Let ¢ : D(R) — D(R) be a surjective isometry with respect to the Kolmo-
gorov-Smirnov metric, i.e. assume that ¢ is a bijective map which satisfies
that

Then either there exists a strictly increasing bijection ¢ : R — R such that

¢ is of the form
P(f)(t) = fle@), teR,feDR)

or there exists a strictly decreasing bijection 1) : R — R such that ¢ is of
the form

o(f)(t) =1 = f(P(t)-), teR, feDR).

Here f(t—) denotes the left limit of the distribution function f at the
pointt € R. As D(R) is equipped with the metric coming from the uniform
norm the result can also be viewed as a Banach-Stone type theorem for the
function space D(R). However, we emphasize that unlike in the Banach-
Stone theorem, in Theorem 3.1 the linearity of the isometries in question
is not assumed as the underlying space is not a linear space. The key step
of the proof of Theorem 3.1 has been a metric characterization of Dirac
distribution functions (i.e. distribution functions corresponding to one point
mass measures).

In an other recent paper [S8] Molndr has studied the surjective Kolmo-
gorov-Smirnov isometries of important subspaces of D(R), too. The main
result has been the description of the structure of all surjective isometries of
the space D.(R) of all continuous distribution functions. It reads as follows.

THEOREM 3.2. (Molnér [58])

Let ¢ : D.(R) — D.(R) be a surjective isometry with respect to the
Kolmogorov-Smirnov metric. Then either there exists a strictly increasing
bijection ¢ : R — R such that ¢ is of the form

o)) = f(p(t), tER, fe D(R)

or there exists a strictly decreasing bijection 1) : R — R such that ¢ is of
the form

Pf)(1) =1 = f(¥(t), teR,feD(R).
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Since the Dirac distribution functions are not present in the space D.(R),
the author has used an approach which is completely different from the ar-
gument applied in the proof of Theorem 3.1.

The aim of the present chapter is to extend Theorem 3.1 to the larger
space A(R) of all generalized probability distribution functions and Theo-
rem 3.2 to the set A.(R) of all continuous elements of A(R). This problem
has been raised by M. Barczy. By a generalized distribution function we
mean a function from R to [0, 1] which is monotone increasing and con-
tinuous from the right without restrictions on its limits at oco. Generalized
distribution functions appear naturally when one considers random variables
taking values not only in R but in the extended real line which setting proves
useful in several investigations. In fact, some practical reasons are coming
from measure theory (e.g., if one deals with extended real-valued functions,
then in Beppo Levi theorem there is no need to assume the convergence
of the series of non-negative measurable functions). Beside them we recall
serious applications in the theory of renewal processes (see [29] where the
word “defective” is used for random variables taking the value oo with pos-
itive probability and also for the relating distribution functions) or Helly’s
fundamental theorem on the weak sequential compactness of the space of
generalized distribution functions (see, e.g., [80]) that plays an important
role in probability theory. The Kolmogorov-Smirnov metric on A(R) are
defined by the same formula as on D(R).

Our result that follows describes the structure of surjective Kolmogorov-
Smirnov isometries of the space of generalized distribution functions and
shows that this structure is formally the same as that of the surjective isome-
tries of D(R). Namely, any surjective isometry of A(R) is induced either
by a strictly increasing bijection or by a strictly decreasing bijection of R.

THEOREM 3.3. (Molnar, Szokol [61])
Let ¢: A(R) — A(R) be a surjective isometry with respect to the Kolmo-

gorov-Smirnov metric. Then either there exists a strictly increasing bijection
@: R — R such that ¢ is of the form

(f)t) = f(p(t), teR feAR)

or there exists a strictly decreasing bijection 1: R — R such that ¢ is of
the form

o)) =1—f(¥(t)-), teR, fecAR)

Now we present the extension of Theorem 3.2 to the case of the surjec-
tive isometries of A.(R) equipped with the Kolmogorov-Smirnov metric.
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In the continuous case we also have that the result is formally the same as
the one concerning the surjective isometries of D.(R).

THEOREM 3.4. (Molndr, Szokol [61])
Let ¢: Ac(R) — A.(R) be a surjective isometry with respect to the Kolmo-

gorov-Smirnov metric. Then either there exists a strictly increasing bijection
w: R — R such that ¢ is of the form

o)) = f(p(t), tER, feA(R)

or there exists a strictly decreasing bijection ¢: R — R such that ¢ is of
the form

o)1) =1 = f((t), teR,feA(R)

As mentioned before in the paper [58] results on the Kolmogorov-Smir-
nov isometries of the spaces of all absolute continuous or singular distribu-
tion functions have also been presented. However, since those concepts (ab-
solute continuity and singularity) are not unambiguously defined for func-
tions in A(R), we do not discuss the corresponding extensions of the results
in [58] for the setting of generalized distribution functions.

3.2. Proofs

In this section we are going to present the proof of Theorem 3.3 and the
sketch of the proof of Theorem 3.4.

Before the proof of Theorem 3.3, we emphasize that, as explained in
[26], every transformation which appears on the right-hand side of the two
displayed formulas appearing in Theorem 3.3 is a surjective isometry of
A(R). The content of our result is, in fact, that the reverse statement is also
true: every surjective isometry of A(R) is necessarily of one of those two
forms.

PROOF OF THEOREM 3.3. The basic idea of our proof is to find a way
to deduce the statement from Theorem 3.1. All that follow are done for that
purpose.

We start with presenting a metric characterization of the constant 0 and
constant 1 functions. For any real number ¢ € [0, 1] let ¢ denote the con-
stant ¢ function. The closed ball with center f € A(R) and radius r > 0
is denoted by B,-(f). We now assert that for any f, g € A(R) we have that
B12(f) N Byja(g) is a singleton if and only if {f, g} = {0,1}. The suffi-
ciency is obvious. To see the necessity, assume that f,g € A(R) are such
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that By /5(f) N By /2(g) is a singleton. We distinguish some cases.
@It

[f(z) —g(z)| =1, z€R,
then we easily get that f = 0and g = 1, or that f = 1 and g = 0.
(IT) Suppose that there exists an x € R such that | f(z) — g(x)| < 1 but for
all such « we have f(x) = g(x). This means that for every real number z
either we have | f(z) —g(x)| = 1 or we have f(z) = g(x) and there do exist
a real number x¢ such that the second condition holds. In what follows, by
an identity point of f and g we mean a real number x such that f(z) = g(z)
and by an extreme point of the function » € A(R) we mean a point z € R
such that A(z) = 0 or h(x) = 1 holds. Now, if every identity point of f
and g is an extreme point of f and g, then in the present case we obtain that
every point is an extreme point of both f and g. This implies that f (and
also g) must be a Dirac distribution function, or 0, or 1. On the other hand,
if there exists an identity point of f and g where the corresponding common
value of the functions is in 0, 1], then one can easily verify that f = g¢
which obviously contradicts the fact that By /5(f) N By /2(g) is a singleton.
We arrive at the same contradiction when both f and g are Dirac distribution
functions, and also when one of them is a Dirac distribution function and the
other one is either 0 or 1. It follows that {f,¢g} C {0,1} and since f # g,
the desired conclusion follows in the case (II).
(IIT) It remains to consider the case where there exists a real number x( such
that

|f(z0) — g(0)| < 1and f(zo) # g(wo).

Without loss of generality we may and do suppose that 0 < f(z¢)—g(zg) <
1. Obviously,

f(z) +g(x)

2

is an element of By /5(f) N By /2(g). We are going to show that this function
can be modified on a short interval such that the so obtained function also
belongs to By/5(f) N Byj2(g). Since f,g and h are continuous from the
right, there exists € > 0 such that

h(zo +€) < f(zo), g(xo+e€) < h(zp),

h(x) = , z€R

flxo+e€) — % < h(zo), h(zo+e€) < g(xo) + %

(a) Suppose that h(xg) < h(xg + €). Let hy be any generalized distribution
function with h(z¢) = h(xg) which may differ from the function h only
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on the interval [z, z¢ + €[. From the inequalities above it follows that for
all t € [z, zo + €[ we have

0 < hiao) — g0 + ) < ha(6) ~ g(6) < hlao + ) — glzo) < 3,
and
0 < flwo) ~ hzo +€) < f(1) — ha(#) < flao+ ) — hlao) < 3,

which means that hy € By o(f) N By /2(g). Observe that there are infinitely
many such functions h;.
(b) In what follows we analyze the case where

h(zg) = h(zo + €).

Consider the set of all real numbers x such that o < z and h(zg) = h(z)
(we also have f(xo) = f(x) and g(z¢) = g(x)). These points form an
interval. In the case where this interval is not bounded, we have that f and
g are constant functions on [z, co[. It follows easily that on this interval
one can change the constant value of h to other constants such that the so
obtained functions are elements of By /5(f) N By/2(g), a contradiction.

If the interval above is bounded, then denote by z; its supremum. If
h(z1) > h(xo), then the constant value of the function h on [z, z1[ can be
changed to obtain different elements of By 5(f) N By /2(g), a contradiction.
Assuming h(z1) = h(zo), for all 6 > 0 we have that h(x;) < h(x; + 9).
Then considering x; in the place of xy above, the argument in (a) applies
and it follows that there are more than one elements in the intersection of the
balls under consideration, a contradiction again. This completes the proof
of the assertion that if By /5(f )N By /2( g) is a singleton, then we necessarily
have either

f=0andg=1, orf=1andg=0.

We proceed with the proof as follows. Since ¢ is an isometry we have
that

By 2(¢(0)) N Byja(d(1)) = ¢(B1/2(0) N Byya(1))

which is a singleton. This implies that either ¢(0) = 0 and ¢(1) = 1, or
»(0) = 1 and ¢(1) = 0. Let us assume the former case, i.e. that ¢ fixes 0
and 1.

For any 0 < a < b < 1 denote by A, ; the set

Agp={g9€ AR): tiir}loog(t) = a and tlijgog(t) =b}.
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We assert that ¢ maps A, onto itself. Indeed, it follows from the easy fact
that g € A(R) is an element of A, if and only if p(g,1) = 1 — a and
p(g,0) = b. Observe that we obtain in particular that ¢ leaves all constant
functions invariant.

Now, let @ < b be two fixed but arbitrary elements of [0, 1] and denote
by ¢, the restriction of the transformation ¢ onto the subspace A, ;. It is
apparent that the transformation

£y Saslb—a)f +a) —a
b—a

is a surjective isometry of D(R). It follows from Theorem 3.1 that either
there exists a strictly increasing bijection ¢, : R — R such that we have

Gap((b— ?f(i) O f(puplt), teR feDE®)

or there exists a strictly decreasing bijection ¢, 5 : R — R such that we
have

, feDR)

(3.1)

¢a7b((b C;;)f(t) + a) a — 1 o f(wa,b(t)_)

—a
forallt € Rand f € D(R). For an arbitrary element F' of A, ; we see
that (F' — a)/(b — a) is an element of D(R). Insert this function into the
corresponding equation (3.1) or (3.2). We get

(3.2)

(33) ¢a,b(F)(t) = F(@a,b@))? teR
(3.4) ¢a,b(F)(t) =a+b- F(wmb(t)_)v teR.

Recall that the numbers a and b above are fixed. Let us say that ¢, is of
type Iif it is of the form (3.3) with a strictly increasing bijection ¢, : R —
R and let us say that ¢, is of type IL if it is of the form (3.4) with a strictly
decreasing bijection 145 : R — R.

Letting now a and b vary, we show that either all ¢, ’s are of type I,
or all of them are of type II. To verify this, first suppose that there exists
0 < b < <1 such that, for example, ¢ ; is of the form (3.3), i.e.

Dop(F)(t) = flpop(t), tER,fe€ Ay
and ¢y is of the form (3.4), i.e.
bow (f)(t) =0 = flihoy(t)=), teR,fe Ay,

where ¢g, : R — R is a strictly increasing bijection and g : R — R
is a strictly decreasing bijection. Let p and p’ be arbitrary real numbers.
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We consider Dirac-type generalized distribution functions dg € Agyp and
db € Ay defined by

b [0 ift<p v [0 ift<p
dp(t)_{ boift>p O dp’(t)_{b’ ift>p.

Suppose that b’ —b < b. We see that p = p’ if and only if p(d;’,, dg,) = —b.
Easy computation shows that
O(dp) = doa(dy) = dir) and 9(dy) = dop(dy) = djr ).

Since the distance between those functions must also be &' — b, it follows
that @ L) = Yo, 5 (p') for all p’ € R which is an obvious contradiction. It
is easy to see that we would arrive at a similar contradiction if we assumed
that ¢ is of type II and ¢g is of type L. It follows that ¢gp and ¢q
are of the same type whenever b’ — b < b. Assume now that ¥’ — b > b.
Then one can pick a finite sequence b = by < by < ... < b, = ' such
that b;11 — b; < b; holds for all « = 1,...,n — 1. From what we have
proved above, it follows step by step that the maps ¢gp,, ..., Pop, are all
of the same type. Therefore, we obtain that all maps ¢g, b € [0, 1] are of
the same type. (Observe that since ¢ leaves the constant functions invariant,
hence all ¢, 4, 0 < a < 1 are both of type I and II.) In a similar fashion one
can show that the maps ¢4,1, 0 < a < 1 are all of the same type, too. Still
using the same idea, for any 0 < a < b < b’ < 1 one can verify that Gap
and ¢, are of the same type and next that for any 0 < a < a’ < b the maps
¢ap and ¢, p are of the same type. From these one can easily conclude that
all maps ¢, p are of the same type, namely the type of ¢q 1.

However, the above argument shows not only that the types of the maps
¢a,p are all the same but also that the inducing functions ¢, j, or ¢, ; appear-
ing in (3.3) or (3.4) are identical for all a,b € [0,1],a < b. Indeed, first
suppose that all ¢, 5 are of type I. Let 0 < b < b’ < 1. Then ¢y, is of the
form

Pop(F)(t) = flpop(t), tER,fe€ Aoy
and ¢q y is of the form
G (F)(t) = flpop(t), teER,f€ Ay,

where the inducing functions g4, 9o : R — R are strictly monotone
increasing bijections. Assume that b’ —b < b. For the Dirac-type generalized
distribution functions d’, and dz/ we have

p(d,d®)y=b —b, ueR

ur 'u



Proofs 51

which implies that the distance between their images
by _ b vy b
¢(du) - d‘PE},(“)’ ¢(du) - d@&il(
is also b’ — b meaning that

b b’
PAldgsiy domt )

u)

=¥ —b, ueck.

This gives us that ¢, p(u) = 0. »(w) holds for all u € R. This yields that
the inducing functions g ; and ¢ j are identical. We can proceed exactly
as with the types. Namely, if ¥’ — b > b, one can pick a finite sequence
b=b <by<...<b, = b’ such that bz’+1 — b; < b; holds for all
¢ = 1,...,n — 1 and infer that the inducing functions of ¢gp,, ..., Pop,
are identical. As a consequence, we obtain that the inducing functions g
are the same for all b € [0,1]. In a similar fashion one can show that for
every a € [0, 1] the strictly monotone increasing bijections ¢, 1 appearing
in the form of ¢, 1 are identical. Still using the same idea, for any 0 < a <
b < V' <1 one can verify that ©q,b and @,y are the same and next that for
any 0 < a < a’ < b the functions ©a,b and @, are identical. From these
one can easily conclude that the inducing functions of ¢, ; are all the same,
namely, they equal the inducing function of ¢¢ ;. Obviously, one can follow
a similar argument in the case where all restricted maps ¢, ;, are of type II.

Therefore, we have proved that either there exists a strictly increasing
bijection ¢ : R — R such that

(3.5) (N)t) = f(p(t), teR feAR)

or there exists a strictly decreasing bijection ¢ : R — R such that

¢<f)(t):f—oo+foo_f(¢(t)_)v tER,fGA(R),

where f_oo = limy,_ f(t) and foo = limy_,oo f(t). However, this latter
possibility can be ruled out easily. Indeed, consider for example the follow-
ing generalized distribution functions:

174 ift<0 [ 174 ift<1

70 _{ 172 ift>0 4 9l) _{ 3/4 ift>1.
Then we have p(f,g) = 1/4 while the distance between ¢(f) and ¢(g)
would be 1/2, a contradiction. Therefore, we have verified that in the case
where ¢ leaves the constant functions 0, 1 invariant, the transformation ¢ is

necessarily of the form (3.5).

In the remains to treat the case where ¢ interchanges the constant func-
tions 0 and 1. Then consider the transformation ¥ : A(R) — A(R) defined
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by U(f)(t) = 1— f((—-t)—), t € R, f € A(R). It is easily seen to be
a surjective isometry of A(R) which interchanges 0 and 1. Therefore, the
transformation ¥ o ¢ is a surjective isometry which leaves 0 and 1 invariant.
Applying the first part of the proof for this transformation, it follows that it
is of the form (3.5). Then composing by ¥~! = ¥ from the left, we easily
get that ¢ is of the second form that appears in the statement of the theorem.
The proof is complete. O

Concerning the Kolmogorov-Smirnov isometries of A.(R) our argu-
ment is rather similar to what we have applied in the proof of Theorem 3.3.
Namely, we try to deduce the result from the corresponding statement Theo-
rem 3.2 concerning the space D.(R) of all continuous distribution functions.
We only sketch the argument.

SKETCH OF THE PROOF THEOREM 3.4. Similarly to the proof of The-
orem 3.3, one can verify that By /5(f) N By/2(g) is a singleton if and only
if {f,g} = {0,1}. In fact, the proof of this characterization can go along
the similar lines as in the corresponding part of the proof of Theorem 3.3
with the difference that in the present case the situation is easier, several
subcases do not appear due to the continuity of functions under considera-
tion. Hence we obtain that ¢ either leaves the functions 0 and 1 invariant or
interchanges them. Assume that we have the former case, i.e. ¢ fixes 0 and
1. We can show that for arbitrary a, b € [0, 1], a < b the restriction ¢, j of ¢
onto A.(R) N A, is a surjective isometry and then apply Theorem 3.2 to
deduce that either there exists a strictly increasing bijection ¢, : R — R
such that ¢, is of the form

(3.6)  Pap(F)(t) = Fpap(t)), teR,FeA(R)NAq

or there exists a strictly decreasing bijection v, 5, : R — R such that ¢, is
of the form

BT bap(F)(t) = b+a— Flay(t), tERFEALR)N Ay,

In the case (3.6) we say that ¢, is of type I while in the case (3.7) we say
that it is of type IL. In the proof of Theorem 3.3 we have employed Dirac-
type generalized distribution functions to see that either all ¢, are of type
I or all of them are of type II, and moreover, that the inducing function ap-
pearing in the forms of ¢, ;’s are all the same. At this point the present proof
must be a bit changed due to the fact that the Dirac-type functions are not
continuous. We argue as follows. Let 0 < b < b’ < 1. Suppose, for exam-
ple, that ¢g is of type II and ¢q 4 is of type I with inducing function v
and g pr, respectively. Clearly, the former function is a strictly decreasing
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while the latter one is a strictly increasing bijection of R. Pick two arbitrary
real numbers z < y. Let x < z < y be such that b/(z — z) = b'/(y — x).
Consider the following continuous generalized distribution functions.

(3.8)

0 ift<ux 0 ift<z
) =4 M0 ifp<t<z and g(t) = HED ifa<t<y
b ifz <t voify <t,

Obviously, the distance between f and g is b’ — b. We assert that

—1 —1
VoY) < oy ()
Indeed, in the opposite case there were a real number ¢ such that

Yo (y) >t > ¢g(1)

which would imply that y < g,(t) and y < o (t). By (3.6), (3.7)
we would deduce that the distance between ¢(f) and ¢(g) is V', a clear
contradiction. Therefore, we have ¢ Hy) < ®o. 3 (y) for all real numbers
y which is obviously untenable by the different monotonicity properties of
o, and g 1. One can apply a similar argument in the case where ¢q 4, is of
type I and ¢y is of type II. Then one can continue showing that the types of
¢a,p are all the same and next that the inducing functions are also identical.
We obtain that either there exists a strictly increasing bijection ¢ : R — R
such that

(3.9) (f)(1) = fle@), teR,feA(R)

or there exists a strictly decreasing bijection ¥ : R — R such that

Of)(E) = froo+ foo = f(¥(1), tER,f€A(R).
The second form for ¢ can be ruled out by choosing a pair of appropriate
simple functions as in the proof of Theorem 3.3 modified to functions like
f and g in (3.8) above. This completes the proof when ¢ fixes 0 and 1.

In the remaining case where ¢ interchanges the functions 0 and 1, we
consider the transformation ¥ on A.(R) defined by ¥(f)(¢t) = 1 — f(—t),
t € R, f € A.(R) which is a surjective isometry interchanging 0 and 1.
Composing ¢ by W from the left we obtain a surjective isometry on A.(R)
which leaves 0 and 1 invariant. Applying the first part of the proof for
U o ¢ we get that it is of the form (3.9). Composing by ¥~ = ¥ from the
left again, we obtain the second possible form for the original map ¢ that
appears in the formulation of the theorem. U






Separation by convex interpolation families

4.1. Introduction and statement of the results

In the last two chapters we are going to present some theorems concern-
ing different separation problems. That kinds of results play a crucial role
especially in the field of convex analysis [50], [78]. It is a well-known result
that if a convex and a concave function are given such that the convex func-
tion is “above” the concave one, then there exists an affine function between
them. Of course, the assumptions on convexity/concavity are sufficient but
not necessary for the existence of an affine separator. However, in [67]
Nikodem and Wasowicz proved a nice result which gives a characterization
of those pairs of real functions that can be separated by an affine function. A
set of continuous functions defined on an interval I is called an n-parameter
Beckenbach family, if each n points of I x R (with pairwise distinct first
coordinates) can be interpolated by a unique element of the set. The aim of
the present chapter is to generalize the result of Nikodem and Wasowicz to
this setting, i.e. to characterize such pairs of real valued functions that can
be separated by a member of a given convex Beckenbach family of order n.
The present chapter is based on the paper [14].

Assume that f,g: I — R are such that can be separated by an affine
function A: I — R. Then, as direct calculations show, for all elements x, y
of I and A € [0, 1], the following inequalities hold:

FOz+ (1= Ny) < Ag(z) + (1= Ng(y),
g(Az+ (1= Ny) > Af(z) + (1 = A f(y).
Due to a result of Nikodem and Wasowicz [67], these inequalities are not

merely a consequence of the existence of an affine separator, but character-
ize the existence of such separator.

“4.1)

55
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Separation problems of this spirit was studied intensively by several au-
thors and in several contexts. The polynomial case is due to Wasowicz [87]
and by Balaj and Wasowicz [3]. Their approach is based on some selec-
tion principles of Behrend and Nikodem [8] and by Balaj and Nikodem [2].
The separation problem was solved by Nikodem and Pales [66] for so-called
two parameter interpolation families. When the parameter of the family is
arbitrary but the structure is linear, the characterization was presented by
Bessenyei and Péles [12].

Now we introduce the necessary notion which will be applied in the
present chapter.

DEFINITION 4.1. Let H be a real subset of at least n elements. A set F,,(H)
of real functions is called an n-parameter interpolation family over H, if its
members are defined on H and, for all points (x1,y1), . .., (Tn, yn) of H xR
(with pairwise distinct first coordinates) there exists exactly one element ¢

of F,.(H) such that

4.2) (1) =y1,. .., 0(Tn) = Yn.
An n-parameter interpolation family is said to be a Beckenbach family, if

its members are continuous. A Beckenbach family of order n is denoted by
B, (H).

Throughout this chapter, the members of an interpolation family F,, (H)
are termed briefly generalized lines. The most important subclass of inter-
polation families can be obtained via Haar systems. In fact, we shall prove
that a linear interpolation family coincides the linear hull of a suitable Haar
system.

DEFINITION 4.2. Let H be a real subset of at least n elements and let
Wi, ... wn: H — R be given functions. We say that w = (w1,...,w,)
is a (positive) Haar system on H if, for all elements x1 < --- < x,, of H,

wi(z1) ... wi(zy) >)
‘ w(ry) ... w(xy,) ‘:: : : £ 0.

wn(z1) ... wplxy)
Under a Chebyshev system we mean a Haar system of continuous functions.

The most important example for a Haar system of parameter n is the
polynomial system, that is, monomials up to degree (n — 1). Indeed, the
corresponding determinant in this case is a Vandermonde determinant and
hence nonvanishing. In fact, the polynomial system is also a Chebyshev
system.
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Obviously, the set of all linear combinations of an n-parameter Haar
system over H is an interpolation family and it will be denoted by ,,(H).
Hence, for our convenience, the terminology “Haar system” is also used for
this linear span. In fact, identifying the vectors of functions with their linear
hull is not misleading and is widely accepted in the technical literature. Let
us mention that Haar and Chebyshev systems play an important role, some-
times indirectly, in numerous fields of mathematics; the book of Karlin and
Studden [44] contains a rich material and bibliography of the topics for the
interested reader.

Now, we are in a position to present the main result of this chapter. It
gives a characterization of those pairs of real functions that can be separated
by a generalized line belonging to a Beckenbach family which is supposed
to be closed under convex combinations. It turns out that the proper separa-
tor needs to satisfy a system of inequalities.

THEOREM 4.3. (Bessenyei, Szokol [14])

Let B,,(I) be a Beckenbach family over the real interval I which is closed
under convex combinations and f,q: I — R be given functions. Then the
following statements are equivalent:

(i) there exists h € B, (I) such that f < h < g;
(ii) forallu < x1 < --- < xp < v of I, we have the inequalities

(4.3) e1(v) = f(v), P1(v) < g(v);
and
(4.4) pa(u) = f(u), Va(u) < g(u),
where ©1,p2, 101,102 € B,(I) are determined by the interpolation
properties
o1(zk) = g(z), Y1(zx) = f(zr), n—ke{0,...,n—1}N2%Z;
er(zk) = flap), vilzr) =gl@r), n—-ke{0,....n—1}N(2Z+1);
a(ar) = g(xp), Yolar) = flag), ke{l,....,n}N(2Z+1);
oo(zr) = f(zr), walxr) = g(zr), ke€{l,...,n}N2Z.

The meaning of the interpolation properties appearing in the theorem,
can be illustrated in the following expressive way. For simplicity, the sym-
bols “e” and “o” stand for the values of f and g, respectively. Then, ¢; and
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(o are obtained by “—”, while ¢; and 1), are obtained by “--+".
o o o o o o o o
N 2N \ AN
h g h N v N
N s N N / AN
X7 N N/ N
[ ] [ ] [ ] [ ] [} [ ] [ ] [
Tn—2 Tn—1 Tn Z1 2 xr3

If the underlying Beckenbach family is a Chebyshev system, then the
main result reduces to the next corollary. Its statement remains true also for
Haar systems [12].

COROLLARY 4.4. Let I be a real interval, f,g: I — R be two given func-
tions and assume that w := (wy,. . .,wy, ) is a positive Chebyshev system over
1. Then, there exists h € Q(I) such that f < h < g if and only if, for all
elements x1 < - -+ < xpyq of I the next inequalities are satisfied:

' W(Tn—2) wW(rp-1) wrn) w(@py1) <0

9(@n-2) f(xn-1) 9g(zn) f(Tnt1)

w<$n—2) W(xn_l) w(xn) w(l'n 1)
' flzp—2) gzn-1) [flzn) 9(%11)’ > 0.

Two direct consequences of Corollary 4.4 are as follow. The first one
is the polynomial setting, the main result of [3] and [87]. For technical
convenience, we use the next concepts: if points ¢ < --- < x,, are fixed
elements of an interval I, then denote the Vandermonde determinants built
on the system {zo, ..., 2, } \ {zr} by Vi(xo, ..., zy). Furthermore, denote
the sets (2Z)N[0,n] and (2Z+1)N |0, n] by No(n) and Ny (n), respectively.

COROLLARY 4.5. Let I be an interval and f,g: I — R be given functions.
Then, there exists a polynomial h of degree at most (n — 1) satisfying f <
h < g if and only if, for all elements xo < --- < x, of I, the following
inequalities hold:

Z F(@n—i)Va—i(xo,. .., 2n) < Z 9(@rn—t)Vo—r(zo, ..., Tn),

k‘ENo(n) kENl(n)
Y 9@ t)Var(@o,.nan) < D f@ni)Vak(zo,. .., 7n).
k’EN()(TL) k’ENl(n)

The other direct consequence of Corollary 4.4 (and of course, also of
Corollary 4.5) is the main result of [67], which is one of the motivations of
Theorem 4.3.
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COROLLARY 4.6. Let I be an interval and f,g: I — R be given functions.
Then, there exists an affine function h: I — R if and only if, for all elements
x,y of I and X € [0, 1], the inequalities (4.1) hold.

4.2. Proofs

In this section we present the proof of Theorem 4.3 and the sketch of the
proof of Corollary 4.4. We begin with a short summary presenting the basic
steps of the proof of Theorem 4.3. Unlike the preliminary approaches, our
proof does not require selection methods, but it is based on the geometric
feature of interpolation families. The key tool is the classical Helly theorem,
one of the most important results in convex and combinatorial geometry
[85]. However, in the lack of linear structure, it cannot be applied directly.
Therefore, we shall make a “detour” according to the figure below:

(Ba(D),d)  —  (R"]-])

! |

Mocr K@) #0 <2 Mooy K(2) #0

It turns out that a Beckenbach family can be considered as a metric space
(Bn(l ), d). Moreover, this metric space is ®-homeomorphic to the Eu-
clidean space (R", || - ||). Denoting the set of generalized lines that separate
the given functions at point = by X(z), one should check that () .; K(z)
is nonempty. Instead of this, we prove that the ®-image of the intersec-
tion, denoted by (),.; K (), is nonempty. To do this, we conclude the sets
K (z) are such subsets of R" that fulfill the conditions of Helly’s theorem.
Checking most of the conditions are quite simple; the only difficulty is to
prove that each (n + 1) member of the collection {K(z) | x € I} has a
nonempty intersection. This property can be verified via constructing a ho-
motopy based on the systems of those inequalities that are involved in our
main (characterization) theorem.

To follow the above steps we need the following three lemmas. The first
one states that an interpolation family can be metrized in a quite natural way.
Let us emphasize that, in the rest of this chapter, every topological notion
about interpolation families is interpreted within this framework.

LEMMA 4.7. Let F,,(H) be an interpolation family over the set H of at least
n elements and let x1, ..., x, be pairwise distinct elements of H. Then,
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(Fn(H),d) is a complete metric space where

d(p, ) := max{|p(z1)=P(z1)], .., [p(xn) =P (za)l}, @, € Fn(H).

Moreover, p,, — @ with respect to d if and only if p,, — @ pointwise on
H.

PROOF. The properties d(p, ) > 0, d(¢, 1) = d(¢, ¢) and d(p, ¢) =
0 are trivial. Assume d(¢, 1) = 0. Then, ¢ and ¢ coincide at n pairwise
distinct points of H and hence, due to the unique interpolation property,
@ = 1. The triangle inequality is a direct consequence of the properties
of absolute value and of the maximum functions. The completeness of the
metric space follows from the completeness of R™. Indeed, take a Cauchy-
sequence (., ) in F, (H). Then, ¢, (z) is a Cauchy-sequence in R for all
k =1,...,n. The completeness of the reals implies that there exists values
yr such that @, (rr) — yr as m — oo. Let ¢ be the unique element of
F,(H) which is determined by the interpolation properties

o(rk) =ye, (E=1,...,n).
According to the construction, ,, —  with respect to d, which implies
the completeness of ("fn(H ), d). Finally, the unique interpolation property
implies, that ¢,,, — ¢ pointwise on H if ¢,, — . U

LEMMA 4.8. If F,,(H) is an interpolation family over the set H of at least n
elements and x1, . . . , xy, are pairwise distinct elements of H, then the map-
ping ®: Fn(H) — R" given by ®(¢) = (¢(21),...,¢(xn)) is a homeo-
morphism.

PROOF. The bijectivity of & is a straightforward consequence of the
unique interpolation property, while the continuity of ® follows immedi-
ately from the definition of the metrics. For the continuity of ®~!, take a
sequence Ym = (Ymi,---,Ymn) in R™ that tends to y = (y1,...,yn) as
m — o0o. If o, := & 1(y,,) and ¢ := ®~1(y), then, by definition, for all
k=1,...,n,

Om (k) = Ymk, and  o(zg) = Y.

Therefore ,, — . This means that ®~1(y,,) — ® 1(y) as m — o0,
showing the desired continuity. ([

LEMMA 4.9. Let H be a real subset of at least n elements. An inter-
polation family F,,(H) is linear if and only if there exists a Haar system
w = (wi,...,wy) such that F,(H) = Lin(w). Moreover, there exist non-
linear interpolation families that are convex.
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PROOF. We shall concentrate only for sufficiency since the necessity is
trivial. Fix pairwise distinct elements x1, . . ., x,, of H and define wy: H —
R of F,,(H) via the interpolation properties

wi (1) = Ot
where dy; stands for the Kronecker delta symbol. Our aim is to prove that
w = (wi,...,wy) is a Haar system fulfilling F,,(H) = Lin(w). Let ¢ be
an arbitrary element of F,,(H) and assume that p(z;) = oy. Since F,,(H)

is closed under linear combinations, the function w := ajwi + - - - + anwn
belongs to F,,(H ). On the other hand,

w(zy) = Zajwj(xl) = Zajéjl =a; = p(xy).
j=1 j=1

Consequently, due to the unique interpolation property, w = . That is,
F.(H) = Lin(w). Finally, we have to check, that w is a Haar system, in-
deed. Suppose indirectly, that there exist pairwise distinct elements t1,. . .,t,
of H such that

wi(ty) ... wplt)
o= :
wi(ty) ... wpltn)
In this case, there exist nontrivial coefficients 31,..., 3, such that ¢y =

fiwi + - - - + Bpwy, vanishes at ¢y, ..., t,. Note that ¢) Z 0 since ¥ (x;) =
By and there exists an index [ such that 5; # 0. Then, the points (¢1,0);
... (tn,0) can be interpolated by v and by the zero function, which is a
contradiction.

For the second statement, take an arbitrary set H* of at least (n + 1)
elements and a Haar system &, 1(H™) over this set. Fix z* € H*, define
H := H*\ {z*}, and denote those elements of F,, 1 (H*) that take value 1
atz* by F,,(H). Then, F,,(H) is a convex interpolation family of parameter
n over H. On the other hand, J,,(H) has no linear structure since it is
not closed under multiplication by —1. (In more simple: polynomials p of
degree at most n on [0, 1] fulfilling p(—1) = 1 form a convex but nonlinear
Beckenbach family of parameter n.) (]

In fact, the second statement of Lemma 4.7 can considerably general-
ized: Due to a result of Tornheim [82], uniform convergence on compact
subintervals of the domain is equivalent to the convergence of n pairwise
distinct points among generalized lines belonging to a n parameter Becken-
bach family.
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According to Lemma 4.9, linear interpolation families are linear hulls.
However, the counterpart of the lemma shows, that this is not the case if we
assume only convex-closedness. This observation guarantees that our main
result is a meaningful generalization of the earlier (linear) ones.

PROOF OF THEOREM 4.3. For simplicity, denote @1 by . To verify
(i) = (it), assume indirectly that p(v) < f(v). Let ¢ > 0 be arbitrary, and
consider the generalized line ¢. determined by the interpolation properties

o (1) = @(xp) + (=1)"Fe (k=1,...,n.)
By Bolzano’s theorem, and by the inequalities f < h < g, there exists
&k €)wg, vy forall k = 1,...,n — 1 such that h(§x) = ¢-(&). Then,
h(t) # e(t) ift € I\ {&1,...,&—1}. Moreover, using the conventions
& :=1infland &, :=sup I, forall x €]§,_1,&[and k = 1,...,n we have
the inequalities
(1" *(pe(x) = h(x)) > 0.

In particular, h(v) < @:(v). Since . — ¢ pointwise as ¢ — 0, there
exists some positive €g such that ¢(v) < ¢, (v) < f(v). Consequently
h(v) < f(v) follows, which contradicts to f < h. The further inequalities
can be proved via similar arguments.

For the converse implication first we check that f < g holds. Let v be an
element of I differing from inf(7), and fix the elements 1 < -+ < @, :=
v. Then, according to the definition of ¢ and applying the corresponding
inequality of the second assertion,

f(v) < p(v) = g(v)
follows. The case when u = inf(I) belongs to the interval, both the in-
equalities of (4.4) lead to f(u) < g(u), which means that f is majorized by
g on the whole interval /. In particular, the subset X(z) of B,,(I), defined
by
K(z) = H{w € Ba(l) | f(z) <w(z) < g(2)}
is non-empty for all elements z € I. Let ¢1,...,t, be fixed and pairwise
distinct elements of I, and consider the homeomorphism ®: B, (I) — R"
given by
(W) = (w(t1),...,w(tn))-
Then, K(z) := ®(X(x)) # 0 forall z € I. Lety; = (y11,...,Y1n) and
y2 = (Y21, ..., Y2n) be elements of K (x) and A € [0, 1]. Then, there exist
generalized lines w; and wy that belong to K (x) and fulfill the properties

wi(ty) =y, wolty) =yok, k=1, ,n.
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Define w = Aw; + (1 — Aws. Since B,,([) is convex, w is a generalized
line that belongs to X (). On the other hand, w(tx) = Ay1x + (1 — \)yax by
construction, showing that ®(w) = Ay; + (1 — A)ye. In other words, K ()
is convex.

Let Y = (Ymi,---,Ymn) be a sequence in K (x) that tends to y =
(Y1, - .-, Yn). Then, there exist a sequence (wy,) in K(x) and an element w
of B,,(I) such that

Wi (tk) = Ymik, w(ty) = Yk

Since wy, — w at the points of the set {¢1,...,¢,}, wy — w on the whole
interval I as m — oo. In particular, lim,,, s W () = w(z). On the other
hand, the property w,, € X(x) implies

f(@) <wm(z) < g(2);

passing to infinity, w € X(x) follows. That is, the set K (x) is closed.
Let x1 < -+ < z, be elements of I and take the homeomorphism
U: B, (I) — R" defined by the usual way

U(w) := (w(z1),...,w(zn)).

The closed set ¥ (K(z1) N ... N K(zy)) is bounded evidently in the max-
imum norm of R™ and hence, by the Heine—Borel Theorem, is compact.
Since ® is a homeomorphism,

K@) n...NK(z,) = ®K(@1))N...Nne(K(z,))
= O(K(z1)N...NK(zy))

= (@ou ) (V(K(e) N (K ().

Applying the continuity of ® o ¥~! and the compactness of the argument
in the latter term, we get that each n member subcollection of the family
{K(z) | € I} has a compact intersection.

Finally we show, that each (n + 1) member subcollection of the family
{K(z) | x € I} has a nonempty intersection. Clearly, it is enough to check
the analogous property for the members of the family {K(x) | x € I}.
Take elements 7 < --- < xp,4+1 =: v of I and define the generalized
lines ¢ := 1 and v := 1 as in assertion (7i). If f(v) < p(v) < g(v) or
f(v) < ¢(v) < g(v) holds, then h = ¢ or h = 1) belongs to the intersection
K(z1) N...NK(xp+1). In the opposite case, due to the inequalities (4.3),
o(v) > g(v) and ¢ (v) < f(v) follow. Define the homotopy H : [0, 1]xI —
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R as the convex combination of ¢ and 1:

H(t,x) := (1 —t)p(z) + t(x).
The convexity of B,,(I) guarantees that H (¢, -) is a generalized line for all
t € [0,1]. By Bolzano’s theorem, there exists ¢y €]0, 1] such that f(v) <
H(tg,v) < g(v). In this case, h = H(tg, -) is a generalized line belonging
to the intersection in question.

To sum up the aboves, { K (x) | « € I} is such a collection of nonempty,
convex, closed subsets of R", in which there exist finite many sets of com-
pact intersection and each (n + 1) member subcollection has a nonempty
intersection. Helly’s Theorem guarantees, that the entire intersection

(WK ()|« e1}

is also nonempty. Therefore, there exists an element h of ({K(z) | = € I},
which, by definition of the sets X (x), is a proper separator for f and g. O

As it turns out from the proof, inequalities (4.4) guarantee the order be-
tween f and g at the left endpoint of the domain if the endpoint belongs
to I. Similarly, the order at the right endpoint (if it makes sense) is deter-
mined by (4.3). Therefore, in case of open intervals, only one of the pairs
of inequalities is needed.

Now we turn to the sketch of the proof of Corollary 4.4.

HINT OF THE PROOF COROLLARY 4.4. Fix points z; < ... < x, of
I and let 11 := v > =z, be arbitrary. For our convenience, denote
the generalized line (; of the main result by ¢. Using the representa-
tion ¢ = ajw; + -+ + ayw, and the interpolation properties p(x,) =
9(xn), o(xn—1) = f(xn_1),... reduce to a system of inhomogeneous lin-
ear equations with respect to o, . . ., a,. Applying Cramer’s Rule,

nekDpg(x1,...,xp)
D(zxy,...,xy)

where D(z1, ..., x,) is the determinant built from the columns w(z1), .. .,
w(zy), and the other determinant Dy (1, ..., xy) is obtained for this, re-
placing its lastrow by . .., f(2n—1), g(zy). Then, rearranging the inequality
f(xnt1) < @(a,41) and applying the expansion theorem of determinants,
we get the first inequality of the corollary. If the base points are not pair-
wise distinct, the inequality holds obviously. The proof of the other case is
similar. U

Q. = (—1)
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5.1. Introduction and statement of the results

As a continuation of the previous chapter we recall that similarly to the
characterization of those pairs of functions that can be separated by an affine
function, there exists a characterization of the existence of a convex sepa-
rator between two real-valued functions via single inequality. This result is
proved by Baron, Matkowski and Nikodem. On the other hand, the notion
of convexity can be generalized applying regular pairs (in other words, two
dimensional Chebyshev systems). The main goal of the present chapter is
to extend the above mentioned result to this setting. We note that results of
the present chapter are appearing in [13].

Let [ be a real interval and assume that functions f, g: I — R are given
such that there exists a convex function h: I — R fulfilling f < h < g.
Simple calculations show, that in this case, for all elements x,y of I and
A € [0, 1], we have the inequality

(5.1) FAz+ (1= Ny) < Ag(z) + (1= N)g(y).

Surprisingly, in [6] the Authors proved that this inequality is not merely a
necessary but also a sufficient condition for the existence of a convex sepa-
rator between two given functions.

It is well-known that the notion of standard convexity can be extended
using Chebyshev systems (see, for example, [44]). The geometrical mean-
ing of the convexity notion induced by a Chebyshev system, roughly speak-
ing, is that each member of the system interpolating the function’s graph,
intersects the graph alternately. More precisely, we have the following defi-
nition:

DEFINITION 5.1. Let I be a real interval and w := (w1, . . . ,wy,) be a posi-
tive Chebyshev system on 1. A function f: I — R is said to be w-convex if,
65
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for all elements xoy < --- < x,, of I, we have the inequality

wl(l‘o) W1($1) wl(xn)

> 0.

wn(.mo) wn(.:vl) wn(ajn)

flwo)  flxr) oo flan)

The notion of w-concavity can be defined via the reversed inequality
above. Clearly, a function f is w-concave if and only if (—f) is w-convex.
A function w is termed w-affine, if the determinant above (replacing f by w)
vanishes. This property is equivalent to the simultaneous w-convexity and
w-concavity of w; or, to the property that w belongs to the linear hull of the
components of w.

Beside the polynomial system, appearing in the previous chapter, we
note that the solution set of an nth order linear homogeneous differential
equations with constant coefficients is also a typical example for Chebyshev
systems. In this case, a function (having enough regularities) is convex with
respect to the system if and only if it satisfies the corresponding differential
inequality. For further details, consult [75] and [15].

We note that not only Chebyshev systems, but every Beckenbach family
induces a (generalized) convexity notion. Not claiming completeness, we
quote here the works of Beckenbach [7], Hopf [42], Popoviciu [77] and
Tornheim [82]. For further details, consult the introduction of [10].

Throughout this chapter by a regular pair we mean a two dimensional
positive Chebyshev system. These kinds of systems play a distinguished
role among Chebyshev systems. For instance, standard convexity is induced
by the regular pair w = (1,id); another important example is the pair w =
(1, exp) which generates the so-called log-convexity. The notion of relative
convexity can also be interpreted in this framework (see [64]).

Now we present the main result of this chapter, which gives a charac-
terization of the existence of an w-convex separator between two given real
functions for every regular pair w. It states that the characterization can be
given via a determinant inequality which is analogous to that of (5.1).

THEOREM 5.2. (Bessenyei, Szokol [13])
Ifw = (w1,we) is a regular pair on a real interval I and f,g: I — R, then
there exists an w-convex function h: I — R with f < h < g if and only if,
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for all elements xy < x1 < 22 of I,

wl(xo) wl(xl) wl(l'Q)
(5.2) CUQ(xo) wg(xl) UJQ(iL'Q) 20.

g(wo)  flz1) g(a2)

We have to note that this result appears in [12], but as a consequence of
the Baron—Matkowski—Nikodem theorem. Hence, in that approach, it can-
not be considered as a real generalization. However, some ideas presented
in [6] can be adapted into this setting with some suitable modifications.

It turns out that, just as with the standard convexity, the lower w-convex
envelope of the epigraph of the “upper” function results an w-convex func-
tion. To prove this property, a characterization of w-convex functions is
applied. The inequality of the main result that corresponds to (5.1) guaran-
tees that the w-convex envelope possesses the required separating property.
To use this inequality, the representation of w-convex hulls is needed; this
representation can be given with the help of a version of the well-known
Carathéodory theorem.

Clearly, the existence of a concave separator between two given func-
tions is equivalent to the existence of a convex separator between the neg-
ative of the functions to be separated. This observation, combined with
Theorem 5.2 immediately reduces to the following result.

THEOREM 5.3. (Bessenyei, Szokol [13])

Ifw = (w1,we) is a regular pair on a real interval I and f,g: I — R, then
there exists a w-concave function h: I — Rwith f < h < g if and only if,
for all elements xo < x1 < x2 of I,

wi(zo) wi(w1) wi(w2)
(53) wg(aco) WQ(IL'l) (,UQ(QJQ) SO.

f(xo)  g(@1)  f(a2)

Note also, that similar characterizations remain true when the convex-
ity notion is induced by two-parameter Beckenbach families [66]. The ap-
proach followed therein is analogous to that of [6] (or that of presented
here) with the difference that, instead of Carathéodory’s theorem, a result of
Kakutani is applied.

The notion of standard approximate convexity can be extended to the w-
convexity setting via the next definition. It is easy to see that the definition
leads to the standard one in the particular case w = (1,id) and w = /2.
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Note that positive w-affine functions always exist [9], even in the higher-
dimensional setting [44]. In the rest of this chapter, I° stands for the interior
of I.

DEFINITION 5.4. Let w = (w1,ws2) be a regular pair on a real interval
I and let w be an w-affine function which is positive on 1°. We say that
w: I — R is approximately w-convex with error term w, if, for all elements
xg <11 <22 0f 1,

w1 (xo) w1 (561) w1 (ZL'Q)
(5.4) (,UQ(I‘()) CUQ(Qfl) WQ(ZL’Q) Z 0.
(p+w)(mo) (p—w)(x1) (¢+w)(z2)

By well-known results [43], standard convexity is stable. That is, ap-
proximate convex functions can be decomposed to the sum of a convex and
a “small” part. Similar statement remains true for approximately w-convex
functions. In fact, this result is presented in [9]. However, that proof is based
on the classical theorem; now, using Theorem 5.2, an independent approach
can be elaborated.

THEOREM 5.5. (Bessenyei, Szokol [13])

Ifw = (w1,ws) is a regular pair on a real interval I and w is an w-affine
Sfunction which is positive on I°, then p: I — R is approximately w-convex
with error term w if and only if ¢ = h + 1, where h is w-convex and
[W(t)] < w(t) forallt € I.

Those regular pairs play a specific role that contain constant functions.
The w-convexity induced by this kind of pairs is called relative convexity in
the technical literature (consult, for example, [64, pp 91-96]). In particular,
multiplicative convexity can also be formulated in terms of relative convex-
ity. Let us present here first the corresponding separation and the stability
results in this context.

COROLLARY 5.6. Let I be a real interval, o: I — R be a continuous,
strictly monotone increasing function and f,g: I — R. Then, there exists a
function h: I — R satisfying f < h < g and, for all elements o < x1 <
x9 of I the inequality

(a(z2) — awo) ) h(z1) < (eu(w2) — 1)) h(zo)
+ (a(z1) — awo)) h(w2)
holds, if and only if, for all to < 1 < x3 of I, we have
(a(22) —a(zo)) f(21) < (a(z2) —a(x1))g(zo) + (a(z1) — o)) g(22).

(5.5)
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COROLLARY 5.7. Let I be a real interval, o: I — R be a continuous,
strictly monotone increasing function and € > 0. Then, a function p: I —
R satisfies the inequality

(a(@2) — a(zo))p(z1) < (e(z2) — a(21)) p(20)
+ (afz1) — o)) p(z2) + 22 (a(z2) — a(zo))
for all elements xo < x1 < xo of I if and only if there exist functions

h,: I — R such that ¢ = h + 1, where h fulfills (5.5) and ||¢|| < e.
(Here || - || stands for the supremum norm.)

Observe, that in the standard setting, when w = (1,1id) Corollary 5.6
reduces to the main result of [6]; similarly, Corollary 5.7 gives the one di-
mensional particular case of the stability of classical convexity [43]. More-
over, these corollaries involve the case of log-convexity (that is, when w =
(1,exp)). For some other aspects of stability, we refer to the papers Péles
[70] and Hazy—Pales [39].

It can easily be checked that the pair w = (cos, sin) is a regular one on
the interval | — 7r/2, 7 /2[. This pair and the induced convexity notion is im-
portant in the study of convex curves and the behavior of analytic functions
in certain domains. For details, see [76]. As further applications, we give
examples for Theorem 5.2 and Theorem 5.5 in this setting.

COROLLARY 5.8. If I C|— %, §[isarealinterval, f,g: I — R, then there
exists a (cos, sin)-convex function h: I — R with f < h < g if and only if,

forall X € [0,1) and x < y of I,
sin(y—z) f (Az+(1=N)y) <sin(AMy—=z))g(z)+sin((1=X)(y—z))g(y).

COROLLARY 5.9. If I C| — %, 5| is a real interval, then o: I — R is
approximately (cos, sin)-convex with error term € - cos if and only if ¢ =
h + 1, where h: I — R is (cos,sin)-convex, and ¢: I — R satisfies

[(t)| < e cos(t) forallt € 1.

The pair (cosh, sinh) form a regular one over arbitrary real intervals.
In this case, the analogue statements of Corollary 5.8 and Corollary 5.9 can
also be formulated, replacing the involved functions cos and sin by cosh and
sinh, respectively.

5.2. Proofs

In this section our first aim is to prove Theorem 5.2. To do this we need
three auxiliary lemmas that are applied in the proof of the main result. These
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lemmas are based on suitable generalizations of some notions of convex
geometry. In the particular setting w = (1, id), the definition below leads to
usual convex combination, convex hull and convex sets of the plane.

DEFINITION 5.10. Let I be a real interval and w = (wi,...,w,) be a
Chebyshev system on I. A point (x,y) of I x R is said to be the w-convex
combination of some given points (xo,Yo), - - -, (Tm, Ym) of I x R with co-
efficients \q, . . . , Am, If the coefficients are nonnegative, and

Z Akw (k) = w(z), Z)\kyk =y
k=0 k=0

If H C I x R, then the w-convex hull conv,,(H) is the set of all w-convex

combinations of the elements of H. We say that H is w-convex, if H =
conv,, (H).

The motivation of the definition is the following. Replace the affine seg-
ments of I X R by the w-affine segments, that is, the linear hull of a regular
pair w. Fix points pg = (xg,y0) and py = (x1,y1). Simple calculations
show that the w-affine segment joining pg and p; and the w-convex combi-
nations of py and p; coincide since their points p = (x,y) simultaneously
fulfill the same identity

wi(zg) wi(z) wi(zr)
wa(zg) wa(z) walzy) | =0.
Yo Y Y1
The first technical lemma is an analogue of the classical Carathéodory
theorem [47]. Although they are not a direct consequence of each other,
their proofs are quite similar.

LEMMA 5.11. Ifw = (w1, ...,wy) is a Chebyshev system over a real in-
terval I, H C I x R, and (x,y) € convy,(H), then there exist points
(0,90) -+ -, (Tn, yn) of H such that

(x,y) € conv{(zk,yx) | k=0,...,n}.

PROOF. Let (z,y) be an element of conv, (H ). Then, there exist non-
negative coefficients Ao, . .., Ay, and elements (2o, 40), - - -, (Tm, Ym) € H
such that

Z Akw (k) = w(z), Z)\kyk =y
k=0 k=0

Without loss of generality (and for our convenience) we may assume that
m = n + 1. Our aim is to show that the parameter (n + 1) can be reduced
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to at most n. Denote the vectors (w(zy), yx) and (w(zx),y) by ay, and b, re-
spectively. Since ao, . . ., a,+1 belong to the euclidean (n + 1)-space, there
exist nontrivial scalars g, . . ., ftn+1 such that ppag + - - - + pinr16n4+1 = 0.
Multiplying both sides by an arbitrary parameter « and taking into consider-
ation the fact that b can be expressed as a linear combination of the vectors
ag, - - -, Gp4+1, WE arrive at

n+1

Z()\k - a,uk)ak =b.

k=0
We may assume that there exists at least one coefficient u;, which is positive.
Therefore, in particular, we can specify « as

A
a::min{k],uk>0}.
e

Then, Ay — apy, > 0, and there exists an index j such that A\; — ap; = 0.
Interchanging the indices (if necessary) suppose 5 = n + 1. Then, b =
voao + - -+ + vpap; that is,

n n
Zka(l’k) = w(z), Zkak =Y
k=0 k=0

yielding the desired reduction. (]

The second technical lemma gives a characterization of functions that
are w-convex with respect to a regular pair. In fact, many properties are
known that characterize these kind of functions. For details, just as for the
proof of the lemma, consult [11] or [9].

LEMMA 5.12. Letw = (w1, ws2) be a regular pair on the nonempty interval
I such that w is positive on I°. Then, h: I — R is w-convex if and only
if, forall x,x1,29 € I and A1, A2 > 0 satisfying the conditions \w(x1) +
Xow(z2) = w(x) we have that

h(l’) < )qh(;rl) + )\Qh(l‘g).

Note also, that the assumption of the positivity on the first component
does not yield serious restriction [11]. Namely, every regular pair w given
on an interval I can be replaced by another one denoted by w* such that
the first member of w* is positive on the interior of /; moreover, w and w*
generate the same convexity notion.

The third technical lemma is a quite simple observation. However, its
m = 1 case has some role in the proof of the main result. This particular
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case says that if (z,y) is an w-convex combination of points (z, yp) and
(z1,¥1), then x is between xp and .

LEMMA 5.13. Ifw = (w1, w2) is a regular pair on a real interval I and

(x,y) € COl’le{(xo,yO), R (xﬂ%ym)}v

then
min{zo, ..., zn} <z < max{xg,...,Tm}.

PROOF. Assume indirectly that z < min{xo,...,z,} where (z,y) is
the w-convex combination of the points (zy,yx) with nonnegative coeffi-
cients \i. Without loss of generality, we may assume that at least one of the
coefficients is positive. Since w is a special Chebyshev system, we have the

inequality wq (z)wa(x) > wi(zk)wa(z) forall k = 0, ..., m. Hence
Z )\kWQ .’Bk > CL)Q Z )\kwl .%'k
k=0

follows. On the other hand, by the deﬁnltlon of w-convex combinations,
both sides have the common value w; (x)wsz(x), which is a contradiction.
The indirect assumption to the other case can be treated similarly. (]

Now, we are in a position to prove Theorem 5.2. For our technical
convenience, we shall use in the proof the next abbreviation:

wi(u)  wa(u) ‘
wi(v) wa(v) |’

PROOF OF THEOREM 5.2. Assume h is a generalized convex separator
between f and g. Then replacing f and g in the last row of the determinant
appearing in the left-hand side of the inequality (5.2) by h, we get a lower
estimation. Moreover, the modified determinant, according to the w-convex
property of h, is nonnegative.

Conversely, assume that f and g satisfy the condition of the theorem.
Substitute x = xg = x; and y = x2 into (5.2), and then expand the deter-
minant with respect to the third row. Then, the coefficient of g(y) vanishes;
rearranging and then simplifying the obtained inequality with the common
positive coefficient, f(x) < g(x) follows. Denote the w-convex hull of the
epigraph of g by A; that is,

A :=conv,{(z,y) € I xR | g(x) < y}.

Let (x,y) € A be fixed. Applying the special case n = 2 of Lemma 5.11,
(z,y) belongs to a generalized w-simplex which vertices (g, y0), (21, Y1),

D(u,v) :=
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(x2,y2) are elements of the epigraph of g:

($)y) € Coan{(xmyo), (‘Tluyl)v (3727292)} = Sw-
Define
2o :=1inf{z € R| (x, 2) € Su}.

Then, 29 < y and (z, zo) belongs to the boundary of .S,,. For simplicity we
may assume that g < x1 < xo. Then, (x, 2¢) is the w-convex combination
of (x0,y0) and (x2,y2). Letw: I — R be the generalized line interpolating
these points. Then, w = ajw; + asws, where

_ 1 ’ Yo wa2(zo) ‘ 1 ’ w1(wo) Yo
o] =

D(xo,x2) | Y2 w2(w2) “ 7 D(wo, ) | wilza)

Suppose indirectly that zyp < f(z). Since zp = w(z) and the determi-
nant D(zg, x2) is positive, D(zg, x2)f(x) > D(zo,x2)w(z) follows. By
Lemma 5.13, we have ¢y < x < z2 follows, which guarantees the positiv-
ity of D(xg,x) and D(x, z2). Hence, applying the representation of w, we
arrive at

pteneifte> |12 ) oo+ [ 22 2

= (w1 (z)we(w2) — w2(z)wi(w2))Yo

+(wi(zo)we(7) — wa(zo)wi())y2

D(z,z2)yo + D(xo, z)y2

Y

D(xv .T)Q)Q(IE()) + D(l’o, x)g(x2)
Thus

wi(zg) wi(z) wi(we)
wo(xg) wa(x) we(x2) | <O,

g(xo)  f(x)  g(a2)

which contradicts to (5.2). Consider now the function h: I — R given by
the formula

h(z) :==inf{z e R| (z,2) € A}.

The previous arguing shows, that A is a function, indeed. Moreover, accord-
ing to the aboves again, f < h also holds, while the other inequality 7 < ¢
follows immediately by the construction.
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In the rest of the proof, we shall verify the w-convexity of h. Let (x1,y1)
and (2, y2) be arbitrary elements of A, and consider a point (z, y) fulfilling
the equations

w1 (xl) + Aow1 (332)
Mwa2(x1) + Aowa(z2) =
Ayt + Ay =y

wi(x),

wa (),

with nonnegative coefficients A1, \a. The w-convexity of A implies (z,y) €
A and hence h(xz) < y. Taking infimum in y; and yo, we get h(z) <
Ah(z1) + Agh(z2). In view of Lemma 5.12, this implies the w-convexity
of h, and the proof is completed. ([

As we mentioned in the introduction the existence of a concave separa-
tor between two given functions is equivalent to the existence of a convex
separator between the negative of the functions to be separated. Therefore
we skip the proof of Theorem 5.3. Moreover, we note that Theorem 5.3 can
be proved directly, applying analogous arguments appearing in the proof of
Theorem 5.2.

Using Theorem 5.2 we are in a position to prove Theorem 5.5.

PROOF OF THEOREM 5.5. For necessity, assume that ¢ = h-+1), where
h is w-convex and |¢(t)] < w(t) for all ¢ € I. Then, ) + w > 0 and
1 —w < 0. Hence, using the representation ¢ = h + v and the w-convexity
of h, we arrive at

w1(o) wi(z1) wi(z2)
wa (o) wa(wy) wa(x2) >
(p+w)(zo) (p—w)(z1) (p+w)(z2)
w1 (CL'Q) w1 (wl) w1 (xg)
UJQ(xo) LL)Q(xl) WQ(IQ) Z 0.
h(zo)  h(z1)  h(z2)

For sufficiency, assume that ¢ is approximately w-convex with error term
w. Then, the functions f := ¢ —w and ¢ := ¢ + w satisfy (5.2) and hence
there exists an w-convex separator h fulfilling f < h < g. In other words,
v —w < h < ¢ + w. Therefore the function v := ¢ — h is a proper choice
for the required decomposition. U

Among corollaries we present only the proofs of the ones concerning
relative convexity (Corollary 5.6 and Corollary 5.7).
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PROOF OF COROLLARY 5.6. The properties of o guarantee that w =
(1, ) is a regular pair over I. Hence the statement immediately follows
from the definition of w-convexity and Theorem 5.2, expanding the deter-
minants involved. 0

PROOF OF COROLLARY 5.7. The properties of o guarantee again that
w = (1, ) is a regular pair over I whose linear hull contains the positive
(constant) element €. Simple calculations show that the inequality of the
Corollary can be written into the form (5.4) with w = €. Hence Theorem 5.5
can be applied using the fact that |¢)(¢)| < ¢ is equivalent to [[¢)]| <e. O

5.3. Concluding remarks

Finally, we pose some open problems concerning theorems that appear
in the last two chapters. Firstly, we mention a problem which gives a con-
nection between the convex and affine separation problems. As we have
learnt at the beginning of Chapter 4, there exists a characterization theo-
rem for the existence of an affine separator between two given functions
[67]. This characterization is given via a double inequality (4.1). This
method works in more general settings and reduces to analogous results;
for example, as we have seen in Corollary 4.5 and Corollary 4.6, when the
convexity notion is induced by the polynomial system [87] or by an arbi-
trary Chebyshev system [3]. The paper [12] is also devoted to investigate
affine separation problems for Chebyshev systems. Denoting the column
(w1(2), ..., wn(x)) by w(z), its main result reads as follows.

THEOREM 5.14. (Bessenyei, Péles)
Let H be a real subset of at least n elements and f,g: H — R. Then, the
following statements are equivalent:
(i) There exists an w-affine function w: H — R such that f < w < g;
(ii) there exists an w-concave function ¢: H — R and an w-convex func-
tion: H — R satisfying the inequalities f < ¢ < gand f < < g;
(iii) for all elements xo < --- < xy, of H,

(mn 3) W(Tnp— 2 w(xn—l

) w( ) w(wn)
9(@n-3) Slwn-2) glea 1) f(wn)' =0
f(:cnfz) g(:rnfz) f(asnj) 9(zn) 20

These kinds of separation theorems have a particular importance in con-
vex analysis [S0]. If H = [ is a real interval and the Chebyshev system is
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a regular pair, the inequalities of the third item are exactly (5.2) and (5.3).
Hence the theorem above states that the simultaneous inequalities charac-
terize the existence of an w-affine separator, while, as a counterpart, The-
orem 5.2 and Theorem 5.3 show that the separated inequalities (in the two
dimensional case) are responsible for the existence of convex/concave sepa-
rations. Therefore the question arises, quite evidently, whether this phenom-
enon remains true in the general case. Till now, the answer is not known and
could be the topic of further research.

Now we present some further open problems concerning Theorem 4.3.
By aresult of Nikodem and Piles it is known that if we have two parameters,
then the separation can be characterized under no further assumption on the
underlying Beckenbach family. Hence the natural question arises, if the
convex-closedness in Theorem 4.3 is redundant or not.

In fact, the main result of [12] considering affine separation problems
for Chebyshev systems remains valid also for Haar systems. This suggest
that Theorem 4.3 could be studied within the framework of interpolation
families instead of Beckenbach families.

Let us point out here to the work of Krzyszkowski. In his paper [45],
he introduced generalized convex sets of I x R using two parameter Beck-
enbach families. By Lemma 4.9 regular pairs can be considered as Becken-
bach families that are closed under linear combinations, and the generalized
convexity notion, appearing in the present chapter, is a special case to that
of due to Krzyszkowski.

The above mentioned Author also defined some stability notion and ob-
tained results [46]. However, the connection between his and our stability
notions is not direct; the clarification of this connection is over the frame-
work of the present note. The results of Krzyszkowski deeply influenced
also the paper of Nikodem and Pales [66].



Summary

The present dissertation contains results about preserver problems on
different mathematical structures and separation problems. It consists of
an introduction, five chapters, a summary (both in English and in Hungar-
ian) and a bibliography. In the introduction, we present some important
and well-known preserver results which are closely related to the theorems
appearing in the thesis. Moreover, we introduce the so-called separation
problems and we collect the fundamental theorems which give the motiva-
tion for our results on separation problems. Chapters 1-3 are dealing with
certain preserver results on different kinds of mathematical structures. In
what follows we summarize them.

In Chapter 1 we study preserver transformations on density operators
(i.e. positive operators with unit trace) that play an important role in quan-
tum information theory. To present our results we introduce some notation.
Let H be a finite dimensional Hilbert space and B(H) denote the set all
bounded linear operators acting on H. We denote by B(H )" the cone of all
positive semi-definite operators on H. Finally, S(H) stands for the set of
all density operators. Relative entropy is a fundamental notion in quantum
information theory which has several versions. The most common one is
the Umegaki relative entropy which is defined by

S(A||B) = tr A(log A —log B), supp A C supp B
Tl oo, otherwise,

forall A, B € S(H). In [56] L. Molndr described the structure of all sur-
jective transformations that leave the Umegaki relative entropy invariant.
He proved that the corresponding transformations are induced by a unitary
or antiunitary operator. In Chapter 1 we show that his result remains true
without assuming that the transformation is surjective.

THEOREM. (Molnér, Szokol)
Let ¢: S(H) — S(H) be a transformation which preserves the Umegaki

71
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relative entropy, i.e. which satisfies
S(@(A)lle(B)) = S(AllB), A,BeS(H).

Then there exists either a unitary or an antiunitary operator U on H such
that ¢ is of the form

6(A) = UAU*, A e S(H).

Motivated by the previous theorems in the main theorem of Chapter
1 we describe all transformations on S(H) that preserve the quantum f-
divergence with respect to an arbitrary strictly convex function f defined on
the non-negative real line. It is well-known that with a particular choice of
the function f the definition of quantum f-divergence leads to the notion
of Umegaki relative entropy. Hence, the main result gives a far-reaching
generalization of the theorem concerning the structure of all Umegaki rel-
ative entropy preserving maps. Let f: [0,00[— R be a function which is
continuous on |0, oo[ and the limit

a:= lim M
r—00 I
exists in [—o0o,00]. Let A, B € B(H)" and for any A\ € R denote by P,
respectively by @ the projection on H projecting onto the kernel of A— A1,
respectively onto the kernel of B — AI. The quantum f-divergence between
A and B can be given by the formula

SiAIB) = 3 3 bf(%)trPaQb+aatrPaQ0 ,

aco(A) \bea(B)\{0}

where o (.) stands for the spectrum of elements in B(H ) and the convention
0-(—o00) = 0-00 = 01is used. Now, we are in a position to present the main
result of Chapter 1.

THEOREM. (Molndr, Nagy, Szokol)
Assume that f: [0,00[— R is a strictly convex function and ¢: S(H) —
S(H) is a transformation satisfying

Sp(@(Alle(B)) = Sy (AllB), A, B e S(H).

Then there is either a unitary or an antiunitary operator U on H such that
¢ is of the form
?(A)=UAU*, AeS(H).
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In Chapter 2 we substantially extend and unify former results on the
structure of surjective isometries of spaces of positive definite matrices ob-
tained in the paper [62]. The novelty in our result is that we consider not
only true metrics but so-called generalized distance measures which are pa-
rameterized by unitarily invariant norms and continuous real functions sat-
isfying certain conditions. By a generalized distance measure we mean a
function d : X x X — [0,00[ (X is any set) which has the definiteness
property (for arbitrary x,y € X we have d(z,y) = 0 if and only if z = y),
but neither the symmetry of d nor the triangle inequality for d is assumed.
In the following M, stands for the set of all n x n complex matrices and we
denote by P, the set of all n x n positive definite matrices. Moreover, let
P, respectively P¢ (¢ > 0) denote the set of all elements in P, with unit
determinant, respectively with determinant equal to c. Our main result can
be formulated in the following way.

THEOREM. (Molnér, Szokol)
Let N be a unitarily invariant norm on M,,. Assume f:]0,00— R is a
continuous function such that

(al) f(y) = 0 holds if and only if y = 1;

(a2) there exists a number K > 1 such that

If W) > K|f(y)l, v €l0,00[.
Define dy. ¢: P, x P,y — [0, 00[ by

(6.1) dn. (A, B) = N(f(A"Y2BA™Y?)), A, BeP,.

Assume that n > 3. If ¢: P, — P, is a surjective map which leaves
dn,f(.,.) invariant, i.e., which satisfies

dN,f(¢(A)) ¢(B)) = dN,f(A7 B)’ Av B e Py,

then there exist an invertible matrix T' € M, and a real number c such that
¢ is of one of the following forms

d(A) = (det A)TAT*, Ae€P,;

H(A) = (det A)TATIT*, AP,

d(A) = (det A)TAT*, AeP,;

?(A) = (det A)CT(Atr)_lT*, AeP,.

Apparently, the function d ¢(.,.) appearing in the theorem is a gener-
alized distance measure in the sense we introduced above. Moreover, we
note that the metrics appearing in [62] can be obtained as particular cases
of generalized distance measures and the functions f in (6.1) which corre-
spond to those metrics have the properties (al), (a2) listed in the theorem.
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We emphasize that our main result applies for many other generalized dis-
tance measures. For any A, B € P, let Y4 g denote the positive definite
matrix A~Y/2BA~1/2. Then these quantities can be obtained as follows.

(i) Stein’s loss: [(A,B) = |V 5 —log Y 5 — 1|1

(i1) Jeffrey’s Kullback-Leibler divergence:

Yap+Y -2l
2

1
(ii1) log-determinant a-divergence (for any parameter —1 < o < 1):

Sikr(A,B) =

ip(A,B) =
4 1—a)l+(1+a)Y, 1
A feg e e las_1ra, .y, )
1-a? 2 2 Fl,

where ||.||1 stands for the trace-norm, which is unitarily invariant. One can
check easily that for the previous examples our theorem applies. We must
point out that in the particular choices of the unitarily invariant norm /N and
real function f, after the use of our theorem one may need to make further
steps in order to determine the precise structure of particular distance mea-
sure preservers. In accordance with this we present the complete structural
result for the measures we have discussed above.

THEOREM. (Molnér, Szokol)
Let div(.,.) denote any of the functions l(.,.), D¢p(.,.), -1 <a < 1. A
surjective map ¢: P,, — Py, preserves div(.,.), i.e., satisfies

div(¢(A), #(B)) = div(A,B), A, BeP,,

if and only if there exists an invertible matrix T' € M, such that ¢ is of one
of the forms

P(A) =TAT*, AePy

d(A) =TAYT*, AeP,.
A surjective map ¢: P, — P, preserves Sykr(.,.), if and only if there
exists an invertible matrix T' € M, such that ¢ is of one of the forms

P(A) =TAT*, AcPy

#(A) =TA-IT* AcP,

H(A) =TAT*, AeP,

H(A) = T(AM)IT* AP,

In Chapter 3 we also present results concerning similar preserver trans-
formations defined on the subset IP’,IL or P, respectively. In fact, to prove
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those results we need to determine the structure of all continuous Jordan
triple automorphisms of ]P’,ll (i.e., continuous bijections respecting the Jor-
dan triple product ABA).

THEOREM. (Molnér, Szokol)
Assume n > 3. Let ¢: PL — Pl be a continuous map which is a Jordan
triple automorphism, i.e., ¢ is a continuous bijective map which satisfies

$(ABA) = p(A)¢(B)o(A), A, BeP,.

Then there is a unitary matrix U € M, such that ¢ is of one of the following
forms

$(A) =UAU*, AcPl;

H(A) =UA"U*, AcPl;

Pp(A) =UA"U*, AeP;

p(A) =U(AN)~lU*, AcPl.

Our result on the form of surjective transformations of P! leaving a
generalized distance measure d v,y invariant reads as follows.

THEOREM. (Molnér, Szokol)
Let N be a unitarily invariant norm on M, and f: ]0, co[— R be a contin-
uous function which satisfies the conditions (al), (a2). Assume that n > 3.
Let ¢: IP),IL — IP’,lI be a surjective map which preserves dy ¢(.,.). Then there
exists an invertible matrix T with | det T| = 1 such that ¢ is of one of the
following forms

H(A) = TAT*, AcP;

H(A) =TA'T*, AcP.;

H(A) =TAYT*, AcPl;

p(A) =T(AN)IT*, AcPL

From this theorem we easily deduce the following corollary.

COROLLARY. Let N, f be as in the previous theorem and assume n > 3
and c is a positive real number. If ¢: Py — P is a surjective map which
preserves dy ¢(.,.), then there exists an invertible matrix T with | det T'| =
1 such that ¢ is of one of the following forms

O(A)=TAT*, AeclP;;
H(A) = N2TAIT*, A e P,
H(A) =TAT*, AePS;
H(A) = N2T(A")~IT* Ae P,
where A\ = {/c.
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The study of linear isometries of linear function spaces has also been an
extensive research area in functional analysis. However, there are some im-
portant metric spaces of functions which are not linear spaces. For example,
the set of all probability distribution functions on R that plays so fundamen-
tal role in probability theory and statistics is not a linear space. In [26] the
general forms of surjective isometries of the space D(R) of all probabil-
ity distribution function on R are determined with respect to Kolmogorov-
Smirnov metric. In Chapter 3 we extend the mentioned result to a larger
space A(R) of all generalized probability distribution functions. By a gen-
eralized distribution function we mean a function from R to [0, 1] which
is monotone increasing and continuous from the right without restrictions
on its limits at +co. For any pair f, g of D(R) the Kolmogorov-Smirnov
distance between them is defined by

p(f,g) = sup |f(t) — g(t)].
teR

The first result of Chapter 3 shows that the structure of surjective Kol-
mogorov-Smirnov isometries of A(R) is formally the same as that of the
surjective isometries of (D(R), p).

THEOREM. (Molnér, Szokol)

Let ¢: A(R) — A(R) be a surjective isometry with respect to the Kolmogo-
rov-Smirnov metric, i.e. assume that ¢ is a bijective map with the property
that

p(o(f), ¢(9)) = p(f,9)

holds for all f,g € A(R). Then either there exists a strictly increasing
bijection p: R — R such that ¢ is of the form

o(N)t) = f(p(t), teR feAR)

or there exists a strictly decreasing bijection 1): R — R such that ¢ is of
the form

o)) =1—f(¥(t)-), teR, fecAR)

Moreover, in [58] Molnér studied the surjective Kolmogorov-Smirnov
isometries of the space of all continuous elements of D(IR). Motivated by
this result we also described the structure of all surjective isometries of the
set A.(R) of all continuous generalized distribution functions. The corre-
sponding result reads as follows.

THEOREM. (Molnér, Szokol)
Let ¢: A:(R) — A (R) be a surjective isometry with respect to the Kolmo-
gorov-Smirnov metric. Then either there exists a strictly increasing bijection
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@: R — R such that ¢ is of the form
o)1) = fle@), teR,[feA(R)

or there exists a strictly decreasing bijection 1): R — R such that ¢ is of
the form

o)1) =1=f((t), teR,feA(R).

Chapter 4 and Chapter 5 are devoted to the investigation of so-called
separation problems. It is a well-known separation theorem that if a convex
and a concave function are given such that the convex function is “above”
the concave one, then there exists an affine function between them. More-
over, those pairs of real functions that can be separated by an affine function
was characterized via double inequalities. This result is due to Nikodem and
Wasowicz and it appeared in [67]. In Chapter 4 we generalize this result.
More precisely, we characterize such pairs of real valued functions that can
be separated by a member of a given convex Beckenbach family of order n.

Let I be a real interval. A set B, (1) of continuous real functions is
called an n-parameter Beckenbach family over I, if its members are defined
on [ and, for all points (x1,y1),. .., (Zn, Yn) of I xR (with pairwise distinct
first coordinates) there exists exactly one element ¢ of B,, (/) such that

(1) =y1, -, 0(Tn) = Yn.
The main result of this chapter gives a characterization of those pairs of
real functions that can be separated by an element of a given Beckenbach
family which is supposed to be closed under convex combinations.

THEOREM. (Bessenyei, Szokol)
Let B,,(I) be a Beckenbach family over the real interval I which is closed
under convex combinations and f,qg: I — R be given functions. Then the
following statements are equivalent:

(i) there exists h € By, (I) such that f < h < g;

(i) forallu <z < --- < xp <vofl, we have the inequalities

e1(v) = f(v), ¥1(v) <g(v); and @z(u) = f(u), 2(u) < g(u),
where o1, 2, 11,102 € B, (1) are determined by the interpolation

properties
e1(wr) = g(zr), Yi(ar) = flze), n—ke{0,...,n—1}N2Z;
e1(xr) = fzr), vi(er) = glzx), n—ke{0,...,n—1}N(2Z+1);
o) = glag), Valzy) = flzk), ke{l,...,n}N(2Z+1);
vo(z) = f(zr), Yao(zg) = g(zg), ke{l,...,n}N2Z.
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In fact, the characterization of those pairs of real functions that can be
separated by an affine function was preceded by the characterization of the
existence of a convex separator between two real valued functions. The cor-
responding result is due to Baron, Matkowski and Nikodem [6]. In Chapter
5 we give an analogous result in the case when the convexity notion induced
by so-called regular pairs.

To present the mentioned result we need to define the notion of Cheby-
shev systems that can be regarded as particular cases of Beckenbach fami-

lies. Let I be a real interval and wy,...,w,: I — R be given continuous
functions. We say that w := (w1, ...,wy) is a positive Chebyshev system
if, for all elements ;1 < --- < x, of I, the determinant of the matrix

[wi(xj)}ijzl . is positive. A function f: I — R is said to be w-convex
if, for all elements z¢ < --- < x,, of I, we have the inequality

wi(zg) wi(z1) ... wi(zp)

Wn(‘fEO) Wn(.xl) Wn(afn) > 0.

flwo)  flxr) oo flan)

Moreover, by a regular pair we mean a two-parameter positive Cheby-
shev system. In our main result it turns out that the existence of an w-convex
separator between two given real functions can be characterized via a deter-
minant inequality.

THEOREM. (Bessenyei, Szokol)

Ifw = (w1, we) is a regular pair on a real interval I and f,g: I — R, then
there exists an w-convex function h: I — R with f < h < g if and only if,
for all elements xo < x1 < x9 of I, we have

wi(zg) wi(z1) wi(xa)
wa(zg) wa(z1) wa(ze) | > 0.

g(wo)  flz1)  g(z2)

We note, that this result appears in [12], but as a consequence of the
Baron-Matkowski—Nikodem theorem. Hence, in that approach, it cannot
be considered as a real generalization.

In Chapter 5 we also consider the so-called approximate w-convex func-
tions. The notion of approximate w-convexity, which originates from that
of standard approximate convexity, can be defined as follows.

Let w = (wi,ws2) be a regular pair on a real interval I and let w be
an w-affine function which is positive on 7°. We say that ¢: I — R is
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approximately w-convex with error term w, if, for all elements zg < 7 <
xo of I,

w1 (.’Eo) w1 (l’l) w1 (332)
wa(xg) wa(x1) wa(x2) > 0.
(p+w)(@o) (p—w)(z1) (p+w)(z2)

Just as with the standard case it can be shown that every approximate
w-convex function can be decomposed to the sum of a w-convex function
and a “small” part.

THEOREM. (Bessenyei, Szokol)

Ifw = (w1,ws) is a regular pair on a real interval I and w is an w-affine
Sfunction which is positive on I°, then p: I — R is approximately w-convex
with error term w if and only if ¢ = h + 1, where h is w-convex and
[(t)] < w(t) forallt € I.

Finally, we consider some particular cases of regular pairs and we present
the separation and stability results in those setting.

COROLLARY. Let I be a real interval, oc: I — R be a continuous, strictly
monotone increasing function and f,g: I — R. Then, there exists a func-
tion h: I — R satisfying f < h < g and, for all elements vy < x1 < x5 of
1 the inequality

(a(w2) — awo) ) h(z1) < (@) — a(w1)) h(zo)
+ (a(:z:l) — Oé(x()))h($2)

holds, if and only if, for all to < 1 < x5 of I, we have

(a(z2) — (o)) f(z1) < (e(w2) — (1)) g(z0) + (1) — (o)) g (w2).

COROLLARY. Let I be a real interval, oc: I — R be a continuous, strictly
monotone increasing function and € > 0. Then, a function ¢: I — R
satisfies the inequality

(a(@2) — a(xo))p(z1) < (e(w2) — (1)) p(20)
+ (a(z1) — a(wo))p(z2) + 2¢(a(z2) — a(z0))

(6.2)

for all elements g < x1 < x2 of I if and only if there exist functions
hyp: I — R such that ¢ = h + 1, where h fulfills (6.2) and ||¢|| < e.
(Here || - || stands for the supremum norm.)
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COROLLARY. If I C] — 5, %[ is a real interval, f,g: I — R, then there
exists a (cos, sin)-convex function h: I — R with f < h < g if and only if,

forall X € [0,1] and x < y of I,
sin(y—x)f()\x+(1—/\)y) < sin()\(y—aﬁ))g(x)—i—sin((l—)\)(y—x))g(y).

COROLLARY. If I C] — %, %[ is a real interval, then ¢: I — R is approx-
imately (cos, sin)-convex with error term ¢ - cos if and only if ¢ = h + 1,
where h: I — R is (cos,sin)-convex, and ¢: I — R satisfies |1(t)| <

e -cos(t) forallt € I.



Osszefoglalas

Ez a disszertacié kiillonboz6 matematikai struktirdkon értelmezett meg-
Orzési problémakat, valamint szeparacios tételeket tartalmaz. Egy bevezetés-
bdl, ot fejezetbdl, egy magyar és egy angol nyelvii dsszefoglal6bdl és iro-
dalomjegyzékbdl 4ll. A bevezetésben szerepel néhany fontos és jol ismert
megdrzési probléma, melyek szoros kapcsolatban vannak a disszertaciéban
szerepl$ tételekkel. Tovabba a szeparaciés tételeinket motivalé alapvetd
tételeket is felsorakoztatjuk a bevezetésben. Az 1-3 fejezetekben kiillonb6z6
matematikai struktirdk bizonyos megdrzési problémadit vizsgaljuk.

Az els6 fejezetben azon transzformaciok szerkezete keriil leirasra, me-
lyek invaridnsan hagynak egy, a kvantum-informaciéelméletben fontos sze-
repet jatsz6 mennyiséget. Eredményeink megfogalmazdsahoz bevezetiink
néhdny jelolést. Legyen H egy véges dimenziés Hilbert tér és jelolje B(H )
a H-n értelmezett korldtos linedris operdtorok algebrajit. Tovabba jelolje
B(H)" a H Hilbert téren értelmezett, pozitiv szemidefinit operdtorok kiip-
jat, illetve S(H) a H s(iriségoperdtorainak (azaz B(H)™' 1-trace-G ele-
meinek) halmazat. A relativ entrépia egy alapvetd fogalom a kvantum-in-
forméciéelméletben, melynek tobb valtozata is 1étezik. Ezek koziil a legis-
mertebb az Umegaki relativ entropia, mely tetszGleges A, B € S(H) par
esetén a kovetkez6képpen van definidlva:

S(A||B) = { tr A(log A — log B), supp A/C supp B
00, egyébként.

A [56] cikkben Molndr leirta azon sziirjektiv transzformécidk szerke-
zetét, melyek invaridnsan hagyjdk az Umegaki relativ entrépidt. Kideriilt,
hogy ezen transzformdaciok alakja igen egyszerti. Az elsd fejezetben meg-
mutatjuk, hogy az allitds abban az esetben is igaz marad, ha elhagyjuk a
sziirjektivitas feltételét.

TETEL. (Molnér, Szokol)
Legyen ¢: S(H) — S(H) egy olyan transzformdcio, amely megdrzi az
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Umegaki relativ entropidat. Ekkor létezik olyan unitér vagy antiunitér U
operdtor H-n, amellyel ¢ az

¢(A)=UAU*, Aec S(H)
alakba irhato.

Ezen tétel motivalja az els6 fejezet f6 eredményét, melyben a siirtiség-
operatorokon értelmezett azon transzformacidk szerkezetét irjuk le, melyek
egy adott, szigordan konvex f fiiggvény esetén invaridnsan hagyjak az un.
kvantum f-divergencidt. JO6l ismert tény, hogy specidlis f fiiggvény va-
lasztasaval a kvantum f-divergencia definicija az Umegaki relativ entropia
fogalmahoz vezet. Igy a kovetkez6kben megfogalmazasra keriils eredmény
jelentds altalanositdsa az el6z6, Umegaki relativ entrépidt megdrzé leképe-
z€sek szerkezetére vonatkozé tételnek.

Legyen f: [0,00[— R egy olyan, a |0, 00| intervallumon folytonos
fiiggvény, amely esetén 1étezik a

o := lim M
r—0o0 I

hatarérték és o € [—oo,00]. Ha A, B € B(H)™, akkor tetszleges A € R
esetén jelolje P, illetve )\ H azon projekcidit, melyek az A — A1, illetve
B — A\I magjara vetitenek. Ekkor a kvantum f-divergencia A és B kozott a
kovetkez6 formuldval adhaté meg:

S;AIB) = Y 3 bf(ﬂ)trPaQbmmPaQo ,

b
aco(A) \bea(B)\{0}

ahol o(.) jeloli B(H ) elemeinek spektrumat és megallapodunk abban, hogy
0-(—00) =0-00 = 0. Az elsé fejezet f6 eredménye ezek utan a kovetke-
z6képpen fogalmazhaté meg.

TETEL. (Molndr, Nagy, Szokol)
Legyen f: [0,00[— R egy szigorian konvex fiiggvény és tegyiik fel, hogy
¢: S(H) — S(H) olyan transzformdcid, amely kielégiti a

Sp(@(Alle(B)) = Sp(AllB), A, B e S(H).

egyenletet minden A, B € S(H) pdr esetén. Ekkor létezik olyan U unitér
vagy antiunitér operdtor H-n, mellyel ¢ a

$(A) = UAU*, A€ S(H).

alakba irhato.
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A maésodik fejezetben sikeriilt kozos keretbe foglalni és 1ényegesen al-
talanositani a [62] cikkben szerepld eredményeket. Nevezetesen, a kordb-
ban targyalt, valédi metrikakra vonatkoz6 sziirjektiv izometridk leirdsa utan
sikeriilt meghatdrozni azon sziirjektiv transzformaciok szerkezetét, melyek
megdriznek egy adott, unitér-invaridns normaval illetve bizonyos feltéte-
leknek eleget tevd folytonos valds fiiggvénnyel paraméterezett, igynevezett
altalanositott tavolsag mértéket. Altaldnositott tavolsag mérték alatt olyan
d: X x X — [0,00] fiiggvényt értiink (X egy adott halmaz), amelyre tel-
jesiil, hogy minden x,y € X pér esetén, a d(z,y) tdvolsdg pontosan akkor
0, ha x = y. Azonban d-r6l nem tessziik fel sem a szimmetrikussagot,
sem azt, hogy eleget tesz a hdromszog-egyenlStlenségnek. A kovetkez6k-
ben jeldlje M, az n x n-es komplex matrixok algebrajat és P, az n x n-es
pozitiv definit métrixok halmazit. Tovébb4 jelolje PL és P¢ (¢ > 0) a
P,, azon elemeinek halmazat, melyek determindnsa rendre 1-gyel, illetve
c-vel egyenld. A sziikséges fogalmak és jelolések bevezetése utdn megfo-
galmazhat6 a méisodik fejezet f6 eredménye.

TETEL. (Molndr, Szokol)
Legyen N egy unitér-invaridns norma M,,-en és f: ]0,00[— R egy olyan
folytonos fiiggvény, amelyre teljesiilnek az aldbbi feltételek:

(al) f(y) = 0 akkor és csak akkor, ha y = 1;
(a2) létezik egy K > 1 konstans 1igy, hogy

IFW)| > K[f(y)], vy €]0,00].

Definidljuk a dy f: P, x P, — [0, 00| leképezést a kivetkezbképpen
(7.1) dn.f(A,B) = N(f(A"Y2BA™Y/?)), A BeP,.

Tegyiik fel, hogy n > 3. Ha ¢: P, — P, egy olyan sziirjektiv leképezés,
mely megdrzia dy ¢(.,.) mennyiséget, azaz minden A, B € P, esetén eleget
tesz az

dn.f(6(A), 9(B)) = dn,(A, B)

egyenletnek, akkor létezik olyan invertdlhato T € M, mdtrix és c valos
szdm, hogy ¢ az aldbbi alakok valamelyikébe irhato:

H(A) = (det A)TAT*, AcPy,;
H(A) = (det A)TATIT*, AP,
H(A) = (det A)TAYT*, A€ P,
#(A) = (det A)T(A™)~IT*, A cP,.



90 Osszefoglalds

Megjegyezziik, hogy a tételben szerepld dy (.,.) leképezés valéban
egy altalanositott tdvolsag mérték a kordbban bevezetett értelemben. Kony-
nyen ellendrizhetd tovabba, hogy a [62] cikkben vizsgalt metrikdk olyan
specidlis altalanositott tdvolsag mértékek, melyeknek (a (7.1) alapjan) meg-
feleld f fiiggvények teljesitik az (al) és (a2) feltételeket. A fenti tételiink
azonban tovabbi altalanositott tdvolsdg mértékek esetén is alkalmazhato.
Tetsz6leges A, B € P, esetén jelolje Y4 p az A~Y2BA~Y2 pozitiv definit
matrixot. Ekkor az aldbbi formuldkkal Gjabb altaldnositott tdvolsdg mértékek
definidlhatéak:

(i) Stein’s loss: [(A,B) = |V 5 —log YV 5 — 1|1

(i1) Jeffrey’s Kullback-Leibler eltérés:

Yap+Y,p—2I
2

)

1

Sikrn(A, B) =

(iii) log-determindns a-eltérés (tetszbleges —1 < o < 1 paraméterre):
%D (A7 B ) -

4
1—a?2

1—a)+ (1—|—a)YA,B _ 1
2

log

)

1

—12_ @ logYa B

ahol ||.||; az unitér-invaridns trace-normét jeloli. Konnyen ellendrizhetd,
hogy tételiink alkalmazhat6 a fenti 4ltaldnositott tdvolsdg mértékekre. To-
vabba megjegyezziik, hogy az N unitér-invarians norma és az f valds fiigg-
vény specidlis valasztasa esetén ahhoz, hogy meghatarozzuk azon transz-
formaciok szerkezetét, melyek valoban megdrzik a kérdéses altalanositott
tavolsag mértéket, a tétel alkalmazasa utdn tovabbi vizsgalatok sziiksége-
sek. Ezzel kapcsolatos a kovetkezd tételiink.

TETEL. (Molnér, Szokol)

Jelolje div(.,.) az I(.,.), illetve a D}(.,.), =1 < a < 1 fiiggvények
valamelyikét. Ekkor egy ¢: P, — P, transzformdcio pontosan akkor 6rzi
meg a div(., .) leképezést, azaz tesz eleget az

div(¢(A), ¢(B)) = div(A, B), A, BeP,,

egyenletnek, ha létezik olyan invertdlhato T' € M, mdtrix, mellyel ¢ az
aldabbi alakok valamelyikébe irhato:

P(A)=TAT", AcPy

O(A) =TAT*, AcP,.
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Egy ¢: P, — P, sziirjektiv leképezés pontosan akkor 6rzi meg a Syxr(.,.)
eltérést, ha létezik olyan invertdlhato T € M, mdtrix, mellyel ¢ az aldbbi
alakok valamelyikébe irhato:

d(A) =TAT*, AecP,;

H(A) =TA'T* AcPy,;

H(A) = TAT*, AcP,

H(A) =T(AMIT*, AcP,

A 6 eredményhez hasonl6 eredményt sikeriilt igazolni abban az esetben
is, amikor a ¢ transzformacié az egy determinansu, pozitiv definit matrixok
P! halmazan van definidlva. Ehhez sziikségiink volt a PL 6sszes folytonos
automorfizmusdnak alakjira a Jordan harmas szorzatra (A B A) vonatkozdan,
(azaz az 6sszes folytonos bijekci6 szerkezetére, amely megdrzi a Jordan har-
mas szorzatot).

TETEL. (Molnér, Szokol)
Legyen n > 3 és tegyiik fel, hogy ¢: P}l — ]P)}L egy folytonos automorfizmus
a Jordan hdrmas szorzatra vonatkozdan, azaz egy olyan folytonos bijekcio,
amely teljesiti az
P(ABA) = ¢(A)p(B)p(A)

egyenldséget minden A, B € IP’}l esetén. Ekkor létezik olyan U € M, unitér
mdtrix, mellyel ¢ az alabbi alakok valamelyikébe irhato:

p(A) =UAU*, AcP;

p(A) =UAIU*, AePl;

p(A) = UAYU*, Ac Pl

p(A) = UA")"lU*, APl

Ezek utdn mar leirhat6 a IP’}I Osszes sziirjektiv, dy, ¢ altaldnositott tdvolsag
mértéket megdrz6 transzformdcidinak szerkezete.

TETEL. (Molndr, Szokol)
Legyen N az M, egy unitér-invaridns normdja és f: |0, 00[— R egy olyan
folytonos fiiggvény, mely eleget tesz az (al), (a2) feltételeknek. Tegyiik fel,
hogy n > 3. Legyen ¢: P. — P}L egy olyan sziirjektiv leképezés, amely
megdrzi a dy f(.,.) mértéket. Ekkor létezik olyan T invertdlhato mditrix,
melyre | det T'| = 1 és amellyel ¢ az aldbbi alakok valamelyikébe irhato:

p(A) = TAT*, AcPL;

p(A) =TA- 1T* AcPL;
H(A) =TAYT*, AcPl;
p(A) = T(A™)~ 1T*, APl
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Az el6z6 tételbdl konnyen adddik az alabbi kovetkezmény.

KOVETKEZMENY. Legyen N és f olyan, mint az eldzd tételben és tegyiik
fel, hogy n > 3 és c egy pozitiv valos szdm. Ha ¢: P5, — P5 egy olyan
sziirjektiv leképezés, mely megdrzi a dy ¢(.,.) mértéket, akkor létezik olyan
T invertdlhaté mdtrix, melyre |detT| = 1 igy, hogy ¢ az aldabbi alakok
valamelyikébe irhato:

$(A) =TAT*, AecP;;

H(A) = N2TAIT*, AecP:;

#(A) =TAT*  AePs;
H(A) = N2T(A") =T+ A e P,
ahol A = {/c.

Linedris fliggvényterek linedris izometridinak vizsgdlata szintén egy je-
lentSs kutatési teriilet a funkciondlanalizisben. Azonban van néhdny olyan
fontos fiiggvénytér, amely nem linedris. A valészinliségszdmitdsban alap-
vetd szerepet jatszo eloszldsfiiggvények tere szintén nem linedris. A [26]
cikkben a szerzdk leirtdk az R-en értelmezett eloszlasfiiggvények D(R)
tere sziirjektiv izometridinak szerkezetét a Kolmogorov-Smirnov metrika-
ra vonatkozéan. A harmadik fejezetben az el6bb emlitett eredményt ter-
jesztettiik ki az tgynevezett dltaldnositott eloszlasfiiggvények A(R) terére.
Altaldnositott eloszlasfiiggvényen olyan f: R — [0, 1] fiiggvényt értiink,
amely monoton névekvd és jobbrol folytonos (a too-beli hatarérték felté-
telek nincsenek megkovetelve). Ha f €s g két tetszbleges eloszlasfiiggvény,
akkor Kolmogorov-Smirnov tdvolsdguk:

p(f,9) = Sup | f(t) — g(t)]-

A harmadik fejezet els§ eredménye azt dllitja, hogy a A(R) tér sziir-
jektiv izometridinak alakja megegyezik a D(R) tér sziirjektiv izometridinak
alakjaval.

TETEL. (Molnar, Szokol)

Legyen ¢: A(R) — A(R) egy sziirjektiv izometria a Kolmogorov-Smirnov
metrikdra vonatkozoan. Ekkor vagy létezik olyan p: R — R szigoriian
monoton ndvekvd bijekcio, mellyel ¢ az

P(f)(t) = f(et), teR, feAR)

alakba irhato, vagy létezik olyan 1: R — R szigoriian monoton csékkend
bijekcio, mellyel ¢ az

o)1) =1 = f(P(t)=), teR feAR)
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alakba irhato.

Kés6bb a [58] cikkben Molndr a folytonos eloszldsfiiggvények D.(R)
terének sziirjektiv Kolmogorov-Smirnov izometridit hatdrozta meg. Ez az
eredmény motivélta a harmadik fejezet masodik eredményét, melyben leir-
tuk a folytonos dltaldnositott eloszlasfiiggvények A.(R) halmaza Osszes
sziirjektiv izometrijdnak szerkezetét a Kolmogorov-Smirnov metrikdra vo-
natkozdan.

TETEL. (Molnar, Szokol)

Legyen ¢: A (R) — A (R) egy sziirjektiv izometria a Kolmogorov-Smir-
nov metrikdra vonatkozéan. Ekkor vagy létezik olyan ¢: R — R szigoriian
monoton novekvd bijekcio, mellyel ¢ az

(1) = fle@), teR,feA(R)

alakba irhato, vagy létezik olyan 1: R — R szigoriian monoton csokkend
bijekcio, mellyel ¢ az

o)) =1—=f(¥(), teR feA(R)

alakba irhato.

A negyedik és 6todik fejezetekben szepardcids problémdékat vizsgalunk.
Egy jol ismert szeparicids tétel szerint, ha egy konvex fiiggvény egy konkdv
“felett” helyezkedik el, akkor 1étezik a kett6 kozott egy affin fiiggvény. Sét,
két tetszbleges fliiggvény esetén adhatd az affin szeparici6 jellemzésére egy
sziikséges és elégséges feltétel. Ezen eredményt Nikodem és Wasowicz bi-
zonyitottdk a [67] cikkben. A negyedik fejezetben a fenti tételt dltaldnosi-
tottuk oly médon, hogy jellemeztiik azon valds fiiggvény parokat, melyek
egy n-ed rendd konvex Beckenbach csaldd tagjdval szeparélhatdak.

Legyen I egy valos intervallum. Egy folytonos, valds fliggvények-
bél 4ll6 B, (1) halmazt egy I feletti n-paraméteres Beckenbach csalddnak
neveziink, ha a fiiggvények értelmezési tartomanya I és minden I x R-beli
paronként kiilonboz6 els6 koordindtdjd (z1,y1), - .., (Tn,yn) pont esetén
létezik pontosan egy olyan ¢ € B, (I), melyre

p(x1) =y1,-- -, o(xn) = Yn-
A negyedik fejezet f6 eredménye azon valds fliggvényeket karakterizal-

ja, melyek szepardlhatéak egy adott, a konvexitdsra z4rt Beckenbach csaldd
valamely elemével.

TETEL. (Bessenyei, Szokol)
Legyen B, (I) egy valds I intervallum felett értelmezett, konvexitdsra zdrt
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Beckenbach csaldd és f,g: I — R adott fiiggvények. Ekkor a kivetkezd
dllitdsok ekvivalensek:
(i) létezik olyan h € B, (1), melyre f < h < g;
(ii) minden I-beliu < x1 < --- < x,, < v elem esetén a kovetkezd
egyenldtlenségek teljesiilnek

p1(v) = f(v), i(v) <g(v); e @a(u) > f(u),  Ya(u) < g(u),

ahol @1, pa, 11,12 € By (I) az aldbbi interpoldcids tulajdonsd-
gok dltal meghatdrozottak:

e1(xe) = g(@k), V1(@e) = f(zr), n—ke{0,...,n—1}N2Z;
o1(z) = flz), vi(zr) =g(zk), n—ke{0,...,n—1}N(2Z+1);
vo(xk) = g(z), Yo(xg) = f(zg), ke{l,....,n}N (2Z+ 1);
pa(xk) = f(xr), Yo(zk) = g(zk), ke{l,....,n}N2Z

Nikodem és Wasowicz eredményét valdjaban Baron, Matkowski és Ni-
kodem azon tétele motivélta [6], melyben jellemezve vannak az olyan val6s
fliggvényparok, melyek egy konvex fiiggvénnyel szepardlhatéak. Az 6todik
fejezetben az tgynevezett reguldris parok altal indukalt konvexitasi foga-
lommal kapcsolatban igazoltunk egy, az emlitett tétellel analdg allitast.

A tétel megfogalmazdsdhoz bevezetjiik a Csebisev-rendszer fogalmadt,
mely a Beckenbach csalddok egy specidlis osztalydt adja. Legyen I C R

egy intervallum és wy,...,wy,: I — R folytonos fiiggvények. Azt mond-
juk, hogy az w := (w1, ...,w,) egy pozitiv Csebisev-rendszer, ha minden
I-beliz; < -+ < z, elem esetén, a [wi(a:j)hjzl _, matrix determindnsa

pozitiv. Egy f: I — R fiiggvényt w-konvexnek neveziink, ha minden /-beli
xg < --- < x, elem esetén teljesiil az alabbi egyenlStlenség:

wl(xo) w1<1‘1) wl(xn)

> 0.

wn<x0) wn<$1) wn(:cn)

flwo)  flxr) oo flan)

Reguldris par alatt két-paraméteres pozitiv Csebisev-rendszert értiink.
A f6 eredményiinkben kideriil, hogy egy determindnst tartalmazd egyen-
16tlenség segitségével sziikséges és elégséges feltétel adhaté meg két tet-
sz0leges valds fiiggvény kozotti w-konvex szeparator 1étezésére.

TETEL. (Bessenyei, Szokol)
Legyen w = (wi,ws) egy reguldris pdr az I valds intervallum felett és
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fr9: I — R adornt fiiggvények. Pontosan akkor létezik olyan h: I — R
w-konvex fiiggvény, melyre f < h < g, ha minden I-beli xo < x1 < 3
elem esetén

wi(zo) wi(z1) wi(z2)
wa(wo) wa(z1) weo(w2) | >0.
g(wo)  flz1) g(x2)

Megjegyezziik, hogy ezen eredményt mar a [12] cikkben bebizonyitot-
tdk a szerz6k a Baron—Matkowski—Nikodem tétel segitségével. Azonban
nekiink sikeriilt egy fiiggetlen bizonyitdst adni erre az eredményre.

A standard esethez anal6g médon definidlhatunk kozelit6leg w-konvex
fiiggvényeket a kovetkez6képpen.

Legyen w = (w1,ws) egy reguldris par az I valds intervallum felett és
legyen w egy w-affin fiiggvény, amely pozitiv I°-n. A ¢: I — R fiiggvényt
kozelitdleg w-konvexnek nevezziik w hibaval, ha minden I-beli zp < 21 <
x9 elem esetén

w1 (l‘o) w1 (l’l) w1 (1'2)
(,Uz(l’o) (,UQ(I'l) WQ(I'Q) Z 0.
(p+w)(@o) (p—w)(x1) (¢+w)(z2)

A standard esethez hasonléan, minden kozelit6leg w-konvex fiiggvény
felbonthat6 egy w-konvex fiiggvény és egy “kicsi” rész 0sszegére.

TETEL. (Bessenyei, Szokol)

Legyenw = (w1, ws) egy reguldris pdr az I valds intervallum felett és legyen
w egy w-affin fiiggvény, amely pozitiv 1°-n. Ekkor p: I — R pontosan
akkor kozelitdleg w-konvex w hibdval, ha felirhato ¢ = h+ 1 alakban, ahol
h egy w-konvex fiiggvény és |1 (t)| < w(t) minden t € I esetén.

Az otodik fejezet végén a 6 tételek kovetkezményeként, specidlis regu-
laris parok esetén fogalmaztuk meg a nekik megfeleld szeparicids, illetve
stabilitdsi tételeket.

KOVETKEZMENY. Legyen I egy valds intervallum, o: I — R egy folytonos,
szigordan monoton novekvd fiiggvény. Legyenek tovdbbd f,g: I — R tet-
szolegesen adott fiiggvények. Pontosan akkor létezik olyan h: I — R fiigg-
vény, amelyre [ < h < g és amely teljesiti az aldbbi egyenldtlenséget

(a(z2) — a(wo))h(z1) < (a(z2) — afz1))h(w0)

(7.2) + (a(z1) — a(w)) h(z2)
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minden xo < x1 < xo € I elemre, ha tetszbleges I-beli xo < x1 < x9
esetén az aldbbi egyenldtlenség fenndll:

(a(z2) —a(xo)) f(z1) < (a(w2) — a(x1))g(xo) + ((z1) — a(w0)) g(2).

KOVETKEZMENY. Legyen I egy valds intervallum, oa: I — R egy folytonos,
szigordan monoton novekvd fiiggvény és € > 0. Ekkor egy ¢: I — R fiigg-
vény pontosan akkor teljesiti a

(a(z2) — afz0))p(x1) < (a(22) — a(z1))e(zo)
+ (a(:):l) — oz(:no))@(xg) + 25(04(:1:2) — a(:):o))
egyenldtlenséget minden I-beli xo < x1 < xo esetén, ha léteznek olyan

h,v: I — R fiiggvények, melyekkel o = h + 1, ahol h eleget tesz a (7.2)
egyenlétlenségnek és ||| < e. (Itt || - || a szuprémum normdt jeloli.)

KOVETKEZMENY. Legyen I C|—7, 5| egy valds intervallum, f,g: I — R.
Pontosan akkor létezik olyan h: I — R (cos, sin)-konvex fiiggvény, amelyre

f < h < g, haminden \ € [0,1] és I-beli x < y esetén
Sin(y—x)f()\l‘—l—(l—)\)y) < sin()\(y—:v))g(l‘)—|—Sin((1—)\)(y—x))g(y).

KOVETKEZMENY. Legyen I C] — 7, 5[ egy valds intervallum. Ekkor egy
v: I — R fiiggvény pontosan akkor kizelitdleg (cos,sin)-konvex ¢ - cos
hibdval, ha ¢ elédll ¢ = h + 1 alakban, ahol h: I — R egy (cos, sin)-
konvex fiiggvény és 1: I — R minden t € I esetén teljesiti az |(t)| <

e - cos(t) egyenldtlenséget.
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