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Foreword 

This note is a practical summary designed to review the entire process of a short questionnaire 

study from its design to execution to analysis. The summary covers epidemiology, health 

informatics and biostatistics. The detailed theoretical background of each area is dealt with in 

separate subjects, but the three areas concerned are organically linked. Practical implementation 

can help to master the theory more easily, as well as to complete the learned theory. We strive 

to define the most important concepts according to aspects of practical application.  The 

individual chapters follow each other in a logical order, but they are also intended to cover a 

specific area on their own. For ease of learning, key information is presented in outline form, 

and screenshots make it easier to understand/follow, whether it is related to the installation of 

the programs used or to illustrate a resultant product (output). We go through the installation of 

the programs, the selection and implementation of the appropriate method, and the 

interpretation of the results obtained. We close the material with useful links and the literature 

used.  

Dr. habil. Attila Csaba Nagy 

"Non scholae sed vitae discimus." 
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Epidemiology is a broader, more general science than just the epidemiology of communicable 

diseases. It practically covers the description of the characteristics of infectious and non-

communicable diseases, the study of factors affecting their formation and course.  Different 

relationships and characteristics are described by so-called epidemiological indicators. 

Epidemiology is an integral part of the entire spectrum of prevention from primary prevention 

to tertiary prevention. 

Prevention can be divided into three main parts:  

- Primary: health maintenance in healthy individuals free of disease (the aim is to 

maintain existing health), disease prevention, elimination of risk factors (e.g., smoking) 

e.g., through health education or vaccinations. 

- Secondary: screening, the goal is to recognize the already developed, but still 

asymptomatic disease, to start therapy as soon as possible 

- Tertiary: adequate care/care if possible complete rehabilitation 

Frequency measures 

Frequency inferences cannot be drawn from absolute numbers because denominators are not 

available. If there were 10 deaths in County A and 20 in County B, it is not possible to compare 

the level of mortality without knowing the entire county population. In turn, frequency 

measures are already suitable for drawing conclusions. In this case, we have a benchmark that 

eliminates the effect of different denominators. 

- Prevalence: P=n/N, i.e., dividing cases (disease or condition) by the total population. 

Synonyms: frequency, occurrence, constant cases. The prevalence of type 2 diabetes in 

Hungary is around 8% (800,000/1,000,000). 

- Incidence: measures the occurrence of new cases, there are two types: 

o Cumulative incidence: CI=n/N, where the main difference from prevalence is that CI 

refers to a follow-up period, i.e., dividing the number of new cases occurring during 

that period by the population initially at risk. For example, if 10 out of 100 people get 

sick in a year, the absolute risk (cumulative incidence) is 10%. 

o Incidence density: ID=n/PT, refers more to a dynamic study population, the number of 

new cases over a given period, divided by total person time at risk (as long as someone 

lives, is in the study, is able to get sick, but is not sick). For example, if there will be 5 

new cases in 10 person years, then 5/10=0.5 person-year-1 is the absolute hazard 

(incidence density). 
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Association measures 

Knowing the frequency measures, we can calculate association measures. Association measures 

can be calculated for groups of exposed (risk/protective) and unexposed individuals. 

- Difference measures:  

o Cumulative incidence difference: CID=CI1-CI0 The additional risk expresses the net 

excess risk due to exposure. 

o Incidence density difference: IDD= ID1-ID0 

- Ratio measures: 

o The relative risk formula is RR= CI1/CI0, where CI1 is the incidence rate in the exposed 

group and CI0 is the incidence rate in the non-exposed group. The interpretation of the 

relative risk is that the risk of the exposed group is X times greater than the risk of the 

non-exposed group (effectively the ratio of the absolute risks of the two groups 

(exposed/unexposed)). The neutral effect is indicated by a value of one: one time 

higher, is the same risk in the two groups, meaning it is not a real influencing factor. 

o Relative hazard: RH= ID1/ID0 

Epidemiological studies 

Of the various epidemiological studies (diagnostic, prognostic, etiological), etiological studies 

are used most often. Etiological studies are used to identify factors (risk or protective) that 

potentially account for outcomes (disease, death, etc.). They are grouped into: 

 

Figure 1: Grouping of etiological studies 

  

Etiological studies

Descriptive studies

Case reports
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(Prevalence)
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Analitical studies

Cohort (Relative Risk; 
H0: RR=1)

Case-control (Odds 
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- Descriptive studies: due to their name, it is possible to describe phenomena, generate 

hypotheses with their help. 

o Case reports: describes individual/rare cases with a medical history. 

o Cross-sectional study: Prevalence can be measured with their help, such as disease 

frequencies measured through health surveys. 

o Ecological study: the units of observation are the groups; correlation coefficients can 

be calculated with their help. Ecological fallacy is a bias, when we try to interpret 

results at individual level (incorrectly) instead of group level. 

- Analytical studies: we can test hypotheses generated by descriptive studies, as well as 

quantify the strength of the association. 

o Cohort: closed group (according to the Roman origin of the word, which meant closed 

military group), at the beginning of the study, everyone is healthy, and then during the 

follow-up, disease develops in both the exposed and non-exposed groups. The 

computed association measure is relative risk. These types of studies are time- and 

resource-consuming and therefore not suitable for rare diseases. We usually talk about 

prospective (forward-looking) studies, but it is possible to reduce the cost through 

retrospective studies. It can also be classified according to the nature of the sample; it 

can be dynamic (open cohort), variable (move/new entry), non-variable (closed 

cohort), or (often classified under the latter) fixed cohort (exposure category does not 

change either).  

o Case-control: in short, the opposite of the cohort, so it is fast, cheap, and suitable for 

rare diseases but not for rare exposure testing. For the already sick case group, we 

randomly select controls (from the same source population to represent them, 

regardless of their exposure status, since this is exactly what we want to get an idea of) 

who can catch the disease but are not sick. The association measure that can be 

calculated is the odds ratio. 
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Validity 

Validity is an important requirement for results. It means the degree to which the information 

collected accurately answers the research question. It can be divided into two groups: 

- Internal: means that the result is valid for study participants; assumption: the study is 

free of systematic errors. 

- External: means that the test result is also valid for the entire source population; 

assumptions: internal validity and representativeness. 

Systematic errors can be broken down into 3 groups: 

- Information bias: the observer (recorder/filler) records incorrect information, either 

due to recall bias or due to other factors, thus distorting, for example, the inclusion in 

the exposed or unexposed group. 

- Selection bias: the group selection is flawed, for example, the control group 

selection is not random, but rather we put non-smokers in the control group, which 

thus will not be representative of the source population (for whom we want to draw a 

conclusion based on the study on my random sample). 

- Confounding factors: three criteria need to be fulfilled: 

o Independent risk factor of the output variable 

o Related to suspected exposure (which we are investigating) 

o Not in the causal chain 

A fictitious example is a study analyzing the potential association between coffee 

consumption (exposure) and pancreatic cancer, in which smoking (meeting all three 

criteria) is a confounding factor. The latter is responsible for the real effect. (Common 

confounders are gender and age.) 

If possible, it is necessary to prevent its occurrence: 

o Randomization (a randomly selected sample, this is the best option) 

o Restriction (the exclusion of a subgroup, e.g.: we exclude male participants, but we 

lose information) 

o Matching (by age/gender matched sample) 

If it has not been prevented, it should be corrected/adjusted for its effect: 

o Stratified analysis (stratified along a confounder) 

o Regression (faster and better solution, especially for many confounders/strata) 
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Characteristics of Screening tests 

Secondary prevention is screening. Screening tests have four main characteristics: 

- Sensitivity: sensitivity, shows the true positivity rate, i.e., how good our test is at finding 

patients (a/a+c) 

- Specificity: shows the true negative rate, i.e., how good our test is in identifying those 

free of disease (d/b+d) 

- Positive predictive value (PPV): shows how likely an individual identified as positive 

by a screening test is to be ill (a/a+b) 

- Negative predictive value (NPV): shows how likely an individual found negative on a 

screening test is to be free of the disease. (d/c+d) 

- Prevalence: disease occurrence (a+c)/(a+b+c+d)  

Table 1: New screening test and proven diagnosis 

 Diagnosis  

sick not sick 

Test positive a b a+b 

negative c d c+d 

 a+c b+d a+b+c+d 

The markings in each cell are: 

- A: true positive: ill and aware 

- B: false positive: not ill, may have false disease consciousness 

- C: false negative: ill, but not aware of it, not receiving treatment in time 

- D: true negative: not ill and aware 
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Data collection 

About questionnaires 

Questionnaires are a well-structured method of data collection consisting of a series of 

questions. 

Design questionnaires 

For questionnaire surveys, we can use an existing, validated questionnaire (with the appropriate 

citation, of course) or we can create a new questionnaire. For newly created questionnaires to 

be validated, open-ended questions that can be completed in free text are essential. For final 

questionnaires, closed-ended questions are more common, also for ease of analysis. The order 

of questions is important, both in relation to and within appropriate sets of questions. Referring 

to our fictitious example: when exploring risk factors, it is worth starting with coffee, then 

continuing with smoking, and finally asking questions about alcohol consumption. When 

assessing these important health behavioral factors, it is easier for the respondent to answer a 

less sensitive question (coffee) first. In addition to the questions, the answers should follow 

each other in a logical order. The question number situation is contradictory, as more questions 

provide more information, but the respondent tends to get tired over time and give less accurate 

answers. In the past, the optimal number of questions was set at around 20-30, and the 

theoretical maximum was around 70. For modern online questionnaires, it is better to think 

about filling time, the optimal length is 10-20 minutes. 

Edit questionnaires 

Previously, paper-based questionnaires were printed, nowadays, they are replaced by online 

questionnaires, which can be placed on your own website, bought from a survey company, or 

provided free of charge. Among the latter, Google Forms is popular, but it is better to use 

Microsoft Forms for tighter data management and security. 
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Using Microsoft Forms 

The following is a screenshot of how to access and use Microsoft Forms.  

Microsoft Forms is part of the Microsoft Office/365 suite. 

 

Figure 2: Microsoft Forms icon location 

A new quiz or new form can be selected after launch: 

 

Figure 3: Creating a new form 

As a first step, it's a good idea to name your new form/questionnaire: 

 

Figure 4: Form naming 
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After naming the questionnaire, we can also provide a brief overview of the survey, after which 

we can choose from different types of questions: 

 

Figure 5: Question types 

We can also select single- and multiple-choice questions.Questions can be edited, deleted, or 

the order can be changed, both in terms of questions and answers: 

 
Figure 6: Add choices 
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Figure 7: Main question types 

Once the questionnaire is ready, it can be used/distributed through the "Collect responses" 

option. 

 

Figure 8: Distribution of a form 

It is worth setting the options "Anyone can respond" and "Shorten URL" for easier distribution 

of the questionnaire. 
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In the "Responses" menu item, there is detailed information on responses: 

- Number of responses 

- Average time to complete 

- Results with charts 

- Downloadable database in MS-Excel format 

 

Figure 9: Response characteristics 
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Data collection/data entry 

An important principle is "garbage in, garbage out", that is, from "worthless" data it is possible 

to conduct "worthless" analyses. The same principle applies to the proper recording of data as 

well. The final database must be cleaned. We have already talked about the number and length 

of the questions. Questions should be grouped. A reference sample can be provided by the 

European Health Interview Survey (EHIS) questionnaire.  

(https://ec.europa.eu/eurostat/documents/203647/203710/EHIS_wave_1_guidelines.pdf/ffbeb

62c-8f64-4151-938c-9ef171d148e0) 

Paper-based questionnaires require separate data recording. During recording, paper-based 

information is converted into digital characters (numbers and letters). During data entry, the 

missing values are encoded with "9" isolate the cause of the missing value (not written there by 

the responder or not recorded by the recorder). So many "9"-s are needed that it is not a realistic 

value for the given question (e.g., "999" for age). For analysis, we need to create a so-called 

codebook, which describes in detail the questions, possible answer options, and the variable 

names and coding used in the database. Statistical programs can easily cope with short variable 

names without special characters. In the codebook, we indicate the name of the variable, the 

corresponding question, and potential answers with the corresponding codes. 

 

Figure 10: Codebook 

Double data entry 

If you want to record a paper-based questionnaire, it is worth considering double data entry. 

This simply means that each questionnaire is recorded twice. The disadvantages of this are extra 

time and extra cost. The great advantage is that the database is free of recording errors, since 

the two databases can be compared, and the discrepancies can be retrieved.  

Data Cleansing 

Before analysis, the raw database (recorded or received) must be cleaned. This process can be 

carried out even in MS-Excel. Very useful is the "Filter" function. 
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Figure 11: Show filter 

The filter shows the potential values in a column, so you can immediately see the wrong value. 

Erroneous, unrealistic, and 9-encoded values can be replaced with missing values. Among other 

functions (e.g., aggregation), the "PivotTable" can be found under the "Insert" menu item also 

helps with data cleaning. 

 

Figure 12: Create a PivotTable 

Using a simple drag-and-drop method, you can drag and drop individual variables onto a row 

or column section. You can even arrange multiple layers/subgroups along one axis. There is 

also a filter here to help you narrow down your database. And with "Values", not only the 

amounts can be calculated, but even the item numbers.  

Text in MS-Excel 

One of the most common database formats is a text file. Most often, values are comma-

separated (.csv), so comma-separated values are included in the file. A data file (.txt) separated 

by any other character (space, tab, etc.) is more common. In English and Hungarian data 

management, the decimal point is the main difference, which can be the source of additional 

data errors (e.g., numbers converted to dates). Hungarian .csv is a bit misleading, since the 

separator character here is not a comma, but a semicolon. 
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The "Text Cutting Wizard" can be brought up in two ways: 

- copy text data to Excel 

- Within the "Data" tab, select "Text to Columns" 

 

Figure 13: Text Splitting Wizard 

It is important to choose a delimiter (also called a field separator), which can be any character 

besides the ones on the list. 

 

Figure 14: Field separator 
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If you are inserting an English database, the decimal point and thousands separator on the next 

page are important.  

 

Figure 15: Set decimal point 

In Hungarian Excel, the decimal point should be a point and the thousand separator should be 

a comma. This way, automatic conversion won't happen. 

Connect data / VLOOKUP function 

There are two main types of database connectivity. 

- Append: Concatenation of databases with the same structure can occur when multiple 

people enter questionnaires in the same system and end up wanting to create a large 

database. It's a simple matter of copying to each other, you can copy the heading to the 

bottom to be on the safe side, and after checking back, you can delete the copy and the 

new heading. 
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Figure 16: Appending databases 

- Merge: used more frequently, in which case the existing database is concatenated with 

another. In simple terms, values are added to a variable that clearly identifies the 

database. 

The two main functions of VLOOKUP function are exact match and categorization (closest 

match). 

In an exact match, we look for the cutting point from another database along with a clear 

identifier. In this example, we bring education from another database: 

 

Figure 17: VLOOKUP setting for exact match 

It is important to use an absolute reference for the value of the "Table" when selecting the 

secondary range ($ sign), so that when copying the formula, the range that represents the 

secondary data table will not slip. 

During categorization, we convert a continuous variable to a categorical one (e.g., score-grade; 

age-age group): 
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Figure 18: VLOOKUP setting for approximate match 

In this case, you should still use an absolute reference, but "Range_lookup" is "TRUE", that is, 

unlike the previous example (where it was "FALSE"), it does not return a value if there is an 

exact match, but works along ranges of values. 

Data analysis in MS-Excel 

MS-Excel has a surprising versatility in displaying and managing data. With built-in functions, 

a wide variety of statistical methods are available. There are also additional plugins that can be 

downloaded for free or for money. However, there is a built-in plugin that is not available by 

default, which is "Data Analysis". To bring it up, you need to go to "Excel Add-ins" after 

clicking "File", "Options", "Add-ins": 

 

Figure 19: Access Excel Add-ins 
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Then, by ticking the "Analysis ToolPak" options, "Data Analysis" will become available at the 

end of the "Data" menu item. 

 

Figure 20: Data Analysis button location 

 

Figure 21: Extensions required to visualize data analysis 

Here, in addition to Descriptive Statistics, and to Singel Factor ANOVA, multiple linear 

regressions can also be performed (see later). 

 

Figure 22: Analytical methods available in data analysis 
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About statistical programs 

Programs that enable statistical analysis, vary widely. For some, analysis is a secondary function 

(MS-Excel) and only limited methods are available. Software developed specifically for 

statistical analysis includes free (e.g.: R, PSPP), paid (e.g.: Stata, SPSS, SAS) versions, as well 

as programming languages (e.g.: Python) with statistical modules. 

Large Database Management (KNIME) 

Nowadays, more, and larger databases are being created, in the so-called "Big Data" size. In 

addition to the huge size (volume) (e.g.: gigabyte, terabyte and petabyte), dynamic change is 

also a characteristic. MS-Excel has a limit of 1,048,576 rows and 16,384 columns. Excel is not 

a database manager, but a Spreadsheet Software. A database larger than this should be opened 

in a special database management software or statistical program. Relatively "smaller" 

databases are also worth converting or even opening with the help of special programs. It is 

worth saying a few words about Knime, which is also free. It is also ahead of statistical 

programs in terms of the speed of file operations. The program operates with so-called “nodes”. 

You can open files (CSV Reader), filter (Row/Column Filter) data, merge (Joiner) databases, 

and dump them into a (CSV Writer) file. 

 

Figure 23: KNIME nodes 

  



25 

 

Python 

Python is one of the most widely used programming languages. As it has more and more data 

science packages, it is becoming increasingly popular among data scientists. It supports nearly 

all statistical methods by default or through free add-on packages. Its great advantage, besides 

being free, is its speed and wide range of applications. It can be downloaded for all operating 

systems, one of its most popular distributions is Anaconda 

(https://www.anaconda.com/products/distribution ). 

 
Figure 24: Anaconda Python distribution website 

After downloading and installing, the "Jupyter Notebook (anaconda3)" icon is worth running. 

 

Figure 25: Anaconda3 in the Start menu 

  

https://www.anaconda.com/products/distribution
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Once run, its interface will open in your default web browser. 

 

Figure 26: Anaconda interface in default browser (http://localhost:8888/tree) 

To create a new file, you need to click on the "New" and then "Python 3" button. 

 

Figure 27: Creating a new Python file 

The default file containing code and results an  .ipynb extension and is located in the user's 

directory (C:\Users\username\).  

There are many tutorials for programming Python available on the internet, and in this note we 

will get acquainted with just a few basic commands. 

The commands in Figure 28, and the results obtained when they are run, are as follows: 

In[1]: first command (2+3) 

Out[1]: result of command (5) 

 

You can run the command you typed by pressing Shift+Enter.  

The "pip install pandas" command installs one of the most commonly used packages (pandas).  

 

The command "import panda as pd" loads the "pandas" package and can be referred to as "pd" 

in the future. 

The command "df = pd.read_csv(r'c:/sample/sample.csv')" loads our sample.csv file into a 

dataframe variable named df. If the separator is not the default comma, it must be specified 

separately or changed in the csv file first. 

The command "df.head()" lists the contents of the df variable. 

The command "df.age.mean()" returns the variable mean of age. 

http://localhost:8888/tree
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You can click on a specific row to select the row, currently In[10] is selected. The "x" key 

deletes (cuts) that line, and the "b" key opens a new command line. 

 

Figure 28: Python commands and results 

The W3 Schools page (https://www.w3schools.com/python/default.asp) helps you learn the 

programming language from the basics to the advanced level.  

 

Figure 29: W3Schools website Python tutorial 

https://www.w3schools.com/python/default.asp
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Those who do not want to download Anaconda will also have the opportunity to use an online 

interface, as long as they have a Google account. 

 

Figure 30: Google Colaboratory (https://colab.research.google.com/) 

  

https://colab.research.google.com/
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Data analysis 

After cleaning the data, we come to the data analysis. Data analysis can be divided into three 

main parts: 

- descriptive analysis to obtain a picture of the study population, with particular reference 

to the main characteristics (including the outcome studied) 

- simple analyses give an idea of potential assumptions (hypothesis) (e.g., t-test, chi-

squared test) 

- and multiple analyses, let us see the clear effect (adjusted for possible confounders) 

Before discussing the details, it is worth briefly reviving some concepts. The p-value is derived 

from the English word “probability”. Most generally, we leave 5% to the role of chance 

(p=0.05) in analyses. If the role of chance is greater than 5%, we do not talk about an actual 

association, we do not reject the so-called null hypothesis (H0, which indicates the absence of 

difference/association).  The research hypothesis (H1, is the opposite of the null hypothesis), is 

the assumption of the association between the potential influencing factor and the outcome. 

This is generated through descriptive etiological studies, and in connection with the analysis, 

descriptive analyses give the picture, which is crystallized by simple analysis, and finalized by 

multiple analyses. The most common p-value (0.05) has a 95% confidence interval. The latter 

illustrates the uncertainty of the estimate, the narrower it is, the more accurate the estimate, the 

smaller the differences that can be detected.  That is, if we repeat the study 100 times (on 

different random samples), the results will be within this range 95 times. The other meaning is 

that the population parameter we are looking for (which we are interested in and why we are 

performing the study on a representative sample) is 95% likely to be in the range. The general 

formula for a 95% confidence interval is: 

95%CI = point estimation ± 1.96xstandard error 

The standard error varies from one calculated indicator to another (point estimation).  The 1.96 

is derived from the standard normal distribution (which has a 0 expected value and a standard 

deviation of 1). Most population parameters (body weight, blood sugar, etc.) follow a normal 

distribution. 
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Figure 31: Standard normal distribution 

The area under the curve is 100%, that is, a probability of 1. When calculating the 95% 

confidence interval for the point estimation, we adapt this curve to our position (own standard 

deviation, our own sample size, and our own expected value (average)).  
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Literature research 

We cannot measure the entire population due to limited resources (time and money). Therefore, 

we take a representative sample (similar to the entire population (source population) in as many 

characteristics as possible) (usually by randomly sampling) and perform the analysis among 

them. In addition to representativeness, it is also important to have the right number of samples. 

The minimum number of samples needed to achieve the desired effect can be estimated by the 

statistical programs. 

For this (and for further analysis) we will use the easily available and free R program. 

The first step is to research the relevant literature. The most commonly used TAG on PubMed 

is TIAB TAG, which narrows results down to occurrences in the title and abstract, e.g.: 

 

Figure 32: PubMed search using [tiab] TAG 

Articles may be further narrowed down by publication date, language, etc. From the relevant 

articles, we can extract the results that are important to us.  For a major topic review, it is 

worth turning on the "Review" or "Systematic Review" filter, as well as looking at the 

relevant results of the last 5 years. In the conditions shown in Figure 33, we filtered for the 

free available results ("Free full text"). 
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Figure 33: Set PubMed filter criteria 
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Reference editor 

References in the right format are essential for everything from project work to  theses and 

articles.  

Most journals have their own rules for how to cite sources, but Harvard and Vancouver are the 

two most common styles. For the Vancouver type, we number the citations and indicate them 

in numerical order at the end. In Harvard style, the name(s) of the author(s) and the year of 

publication are given, and the cited references are listed in alphabetical order at the end of the 

work. 

The form of reference for books, articles and websites is different in terms of the number of 

authors, publisher and date of access.  

One of the most commonly used free reference editors is Zotero. 

 

Figure 34: Download Zotero (https://www.zotero.org/download/) 

We should install the main program and the Chrome Connector. The program integrates with 

both the browser and MS-Word. 

Usage steps: 

- Launch Zotero from the Start menu 

- Pin browser extensions 

For a useful article/page, we can save the link by clicking on the plugin, which is shown in 

Figure 35. 

https://www.zotero.org/download/
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Figure 35: Save link to Zotero 

After collecting the appropriate links, we can add them to Word (Add Citation) and create the 

Bibliography (Add Bibliography). 

 

Figure 36: Zotero in Word 

We can create a new link as well as edit the existing one by clicking on the "Add/Edit Citation" 

button, as shown in Figure 37. 

 

Figure 37: Edit link with Zotero 

The Bibliography is created using the "Add/Edit Bibliography" button. 
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Figure 38: Bibliography by Zotero 
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R program 

The R program can be downloaded from the R-project website: 

 

Figure 39: Download R program 

It is worth using the 64-bit version (x64) for better memory management. 

After installation (preferably the default way), you can start the program. After entering 

commands, the result is immediately visible. 

 

Figure 40: R program interface 

Each package must be installed (install.package) and then loaded (library) to be available. The 

package installation can be done by command line or by clicking from the menu. The menu and 

the command could be seen below: 
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install.packages("pwr") 

 

Figure 41: Installing R package 

 

Figure 42: Choosing an R mirror server for installation 

 

Figure 43: Installing the "PWR" package 
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To load the installed package: 

library(pwr) 

 

Figure 44: Loading R package 

 

Figure 45: Loading package "PWR" 

The install.packages command requires the quotation mark, but the library command prohibits 

it. 
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Sample size estimation 

After installing and loading the package, we can see, for example, the number of sample size 

needed to detect a difference of 0.5 with a p-value of 0.05 and a statistical power of 80% 

(complement of the type II error, the larger the better, at least 80%) for a two-sample t-test. 

pwr.t.test(d=0.5, sig.level=0.05, power=0.80, type="two.sample", alternative="greater") 

 
Figure 46: Sample size estimation 

Based on the estimation, at least 50 people per group are needed. You can also create your own 

functions. After typing the code below, a new command becomes available, that allows for a 

more accurate estimation of the number of sample size by using averages and standard 

deviations (which we know about, for example from PubMed). 

sampsi.means<-function(m1, m2, sd1, sd2=NA, ratio=1, power=.90, alpha=.05, two.sided=TRUE, 

one.sample=FALSE){ 

effect.size<-abs(m2-m1) 

sd2<-ifelse(!is.na(sd2), sd2, sd1) 

z.pow<-qt(1-power, df=Inf, lower.tail=FALSE) 

z.alph<-ifelse(two.sided==TRUE, qt(alpha/2, df=Inf, lower.tail=FALSE), qt(alpha, df=Inf, 

lower.tail=FALSE)) 

ct<-(z.pow+z.alph) 

n1<-(sd1^2+(sd2^2)/ratio)*(ct)^2/(effect.size^2) 

n<-(ct*sd1/effect.size)^2 

if(one.sample==FALSE){ 

col1<-c("alpha", "power", "m1", "m2", "sd1", "sd2", "effect size", "n2/n1", "n1", "n2") 

col2<-c(alpha,  power, m1, m2, sd1, sd2, effect.size, ratio, ceiling(n1), ceiling(n1*ratio)) 

} 

else{ 

col1<-c("alpha", "power", "null", "alternative", "n") 

col2<-c(alpha, power, m1, m2, ceiling(n)) 

} 

ret<-as.data.frame(cbind(col1, col2)) 

ret$col2<-as.numeric(as.character(ret$col2)) 

colnames(ret)<-c("Assumptions", "Value") 

description<-paste(ifelse(one.sample==FALSE, "Two-sample", "One-sample"), 

ifelse(two.sided==TRUE, "two-sided", "one-sided"), "test of means") 

retlist<-list(description, ret) 

return(retlist) 

}   
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Then you can type the following command: 

sampsi.means(10, 30, sd1=15, sd2=20, alpha=.05, ratio=1) 

 

Figure 47: Result of sample size estimation 

That is, for groups of 10 ± 15 (mean ± standard deviation) and 30 ± 20, the difference will be 

significant (p=0.05) if we work with a minimum of 17 people per group. 

Descriptive statistics 

Categorical variables (e.g., gender or level of education) are characterized by percentage 

distribution. Continuous variables are characterized (for normal distribution) using the mean ± 

standard deviation, or median and interquartile range (for non-normal distribution). 

To create descriptive statistics, the first step is to install and load the Rcommander (Rcmdr) 

package with a graphical interface. 

install.packages("Rcmdr") 

library(Rcmdr) 



41 

 

 

Figure 48: R commander 

Once opened, we have the option to import a database. At the end of our note, you can find (and 

copy) the database used, which we will read from a sample.csv. 

Other languages can also be downloaded, but due to the use of technical terms, it is worth using 

the English version. 

 

Figure 49: Importing file using R commander 

We can leave everything as it is, especially the field separator, which in this case is the 

semicolon.  

If loaded successfully, it prints the row and column numbers of the database. 
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Figure 50: Successful data retrieval 

We have the option to edit or simply view the database. 

 

Figure 51: View/edit a database 

As a first step, it is worth converting our categorical variables into factors. 

 

Figure 52: Converting variables to factors 
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Ctrl-click to select multiple variables at once. 

 

Figure 53: Selecting multiple variables at once 

Existing variables can be overwritten. After pressing the "OK" button, we must enter the labels 

for the values (label) or simply the value, without relabeling. 

   

Figure 54: Relabeling variables 

We can ask for a general descriptive characterization of all variables. 

 

Figure 55: Query descriptive statistics 

In this case, everything is treated as a continuous variable and the following parameters of the 

variables are given: 
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- Minimum 

- First quartile (Q1), which is the 25% percentile value 

- Median (Q2), or 50% percentile 

- Third quartile (Q3), or 75% percentile value 

- Maximum 

 

Figure 56: Descriptive statistics 

We can also use commands (summary), which allows instructions to be executed without the 

graphical interface (GUI), i.e., Rcommander. 

Continuous variables can be characterized separately by "Numerical Summaries": 

 

Figure 57: Selecting continuous variables for characterization 

It is also possible to make multiple designations, as well as to select statistics that are interesting 

to us. 
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Figure 58: Setting up statistics 

It is also possible to display layer by layer (as shown in Figure 59) along a given grouping 

variable (Summarize by groups). 

 

Figure 59: Stratified analysis by group 

The characteristics shown are as follows: 

- Mean 

- Standard deviation (SD) 

- Interquartile range (IQR)  

- Percentiles 

o 0% (minimum) 

o 25% (Q1) 

o 50% (Q2), or median 

o 75% (Q3) 

o 100% (maximum) 

o sample size (N) 

Categorical variables (after conversion to factors) are characterized by percentage distribution: 
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Figure 60: Percentage distribution of categorical variables 

The output table contains the absolute numbers and percentages. 

For continuous variables, the distribution of data (normality) is also important. One of the main 

reasons is the description of the variable. If the distribution is normal (or does not deviate 

significantly from it, p>0.05) then we use the mean ± standard deviation. We usually round the 

numbers to two decimal places. The p-value is rounded to three decimal places. For non-normal 

distributions, median and IQR (interquartile range; [Q1-Q3]) characterizations are used.  

One of the most commonly used methods for testing normality is the Shapiro-Wilk test. 

 

Figure 61: Normality testing 

 

Figure 62: Normality test result 

Based on our results, it can be stated that the continuous outcome (cont_out) follows a normal 

distribution and does not differ significantly from it (p=0.095). 
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Simple analysis 

Descriptive analysis is followed by simple analysis. We study the association between an 

outcome (outcome, or dependent variable) and a potential influencing factor (explanatory or 

independent variable). With the help of crude analyses, a hypothesis can be generated, which 

will be evaluated using adjusted (multiple) analyses. 

Parametric tests 

Parametric tests have greater statistical power, but certain conditions are required for their 

application. The most common condition is the normal (or near-normal) distribution of a 

continuous variable. The other most common condition is a sufficiently large number of sample 

size. 

T-test 

The Student's t-test is suitable for comparing group averages. It is possible to compare the group 

mean to a constant number (constant) (Single-sample t-test; One-Sample t-test), and two 

average values of a group can be compared (before-after; Paired t-test), while the average of 

two independent groups (not necessarily with identical sample sizes) can also be compared 

(Two-sample t-test, Independent samples t-test). 

 

Figure 63: Two-sample t-test 

For example, we can compare whether there is a difference in the continuous outcome 

(cont_out) by gender (gender). 
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Figure 64: Two-sample t-test setting 

Based on the result, we can say that there is no significant difference between the two group 

averages (48.32 vs. 43.53) (p=0.474) (the null hypothesis that there is no difference between 

the group averages remains in force). 

 

Figure 65: Two-sample t-test result 

ANOVA 

ANOVA (Analysis of variance) is used when comparing more than two group averages. The 

name is a bit misleading, but the variances are only counted in the background by the test, in 

fact it is suitable for comparing averages. 
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Figure 66: ANOVA setup 

Based on the result, it can be stated that there is no difference between the average values of 

continuous outcomes in terms of educational attainment (p=0.530).  

Chi-squared test 

Associations between categorical variables can be detected by Pearson's chi-squared test. Also, 

the sample size is an important criterion for applicability. If there are not at least 5 observations 

in at least 80 % of the cells, it cannot be applied (Fisher's exact test is used instead). 

 

Figure 67: Choosing a Chi-squared test 

Let's examine whether our binary (two categories, yes-no) outcome (bin_out) is related to 

gender. 
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Figure 68: Chi-squared test setup 

In the Statistics tab, you can also request Fisher’s exact test (now stick to the default Chi-

squared) or e.g. row percentages.  

 

Figure 69: Selection of Fisher's exact test 

Based on our results, it can be said that there is a significant relationship (p=0.016) between 

gender and our binary output. On the basis of row percentages, we can see that there are more 

men among those with outcomes, while women are more numerous among those without 

outcomes. 
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Figure 70: Chi-squared test result 

Nonparametric tests 

In the absence of assumptions, we have to use the statistically weaker non-parametric tests. 

Wilcoxon test 

An alternative to t-tests. Instead of an average, it compares medians (more precisely, 

distributions, even with the same medians there may be significant differences). 

- Single-sample t-test alternative 

o Single sample Wilcoxon test 

- Paired t-test alternative 

o Wilcoxon signed-rank test/Paired samples Wilcoxon test 

- Two-sample t-test alternative 

o Wilcoxon signed rank sum test/Mann–Whitney U test/Wilcoxon rank sum test 

In our sample, the age variable does not follow a normal distribution (p=0.025), which justifies 

the use of a nonparametric test. 

 
Figure 71: Normality testing 

Let's see if there is a difference between the medians (distributions) in terms of gender. 
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Figure 72: Mann-Whitney-Wilcoxon test 

Based on the test result, there is no difference (p=0.161) between the two medians 

(distributions). 

Fisher's exact test 

Suitable for comparing categorical variables with a smaller number of sample sizes. Sticking to 

the former example (row and column interchangeable, the p-value remains), the sample size 

was large enough for the Chi-squares test, each cell had at least 5 observations. If there had 

been e.g., 4 people in at least one of the cells, then 25% of all cells would not have met the 

condition, so there would not have been the minimum of 5 people in 80% of the cells (only 

75%). 

 
Figure 73: Fisher's exact test result 

Calculating the p-value of Fisher’s exact test, we obtain a similar value (0.016 vs 0.025). 

However, a significant p-value (close to 0.05) on the borderline can tip over, so let's monitor 

the fulfillment of this condition! 

Kruskal-Wallis ANOVA 

It is a nonparametric counterpart of ANOVA.  
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Figure 74: Selection of Kruskal-Wallis ANOVA 

Let us examine whether there is a difference in median ages across levels of education. 

 

Figure 75: Kruskal-Wallis ANOVA 

Based on the result of the test, there is a difference (between at least 2 groups), since p=0.042. 

Exactly which two groups have a difference is shown by the so-called post hoc tests. (Examples 

of such post-hoc tests are Bonferroni for ANOVA and Dunn for KW ANOVA.) 

Correlation 

Correlation analysis can be used to analyze the association between two continuous variables. 

Along the two axes of the scattergram (x and y), the two variables are indicated (swapping the 

axes can only change the interpretation, not the p-value orcorrelation coefficient). A good 

example of overlapping statistical methods is correlation. For simple linear regression, the p-

value of the regression coefficient is perfectly equal to the p-value of the correlation coefficient. 

The only difference is that the correlation coefficient shows the percentage movement of the 

two continuous variables together within the range from -1 to +1, while the regression 
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coefficient shows the change in the outcome (in the independent variable) for one unit change 

(in the independent variable) on a scale of -∞ and +∞. 

For normal distributions, the Pearson correlation is used, while for nonparametric distributions, 

the Spearman correlation is used. 

 

Figure 76: Correlation selection 

Looking at the movement (correlation) of age (age, which does not show a normal distribution 

based on the results of the previous normality test) and our continuous outcomes together: 

 

Figure 77: Correlation setup 

It can be said that based on the result of Spearman's correlation, a very weak (5.67%) co-

movement is observed, which is also not significant (p=0.732). 
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Figure 78: Spearman correlation result 

Multiple analysis 

Based on the descriptive statistics, we got a picture of the database. For simple analyses, we 

looked at which variables significantly influenced our outcome. In connection with multiple 

analyses, adjusted measures are obtained, which are adjusted for potential confounders. The 

terms multiple and multivariate are often (incorrectly) interchanged. Multivariate means that 

we do not have one study outcome, but several (e.g., we want to test the effect of explanatory 

variables in diabetes and hypertension). The multiple model means that we have not only one 

explanatory (influencing) factor (as in simple analyses), but several. 

Linear regression 

Among multiple models, we choose linear regression if our outcome is a continuous variable. 

Here, the distribution of the outcome is often examined (in fact, for OLS regression, the 

distribution of residues would have to be investigated in the case of a straight line more or less 

fitted to residues), if it is not nearly normal (i.e. the p-value does not have to be above 0.05, it 

is enough to have the distribution close to it, even if it is a little below it), then either we need 

to convert our variable (transform) or choose a statistically slightly weaker method (e.g. robust 

regression). 

 

Figure 79: Selecting a linear regression 

Let's see if our continuous outcome is influenced by age and/or lab value. 
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Figure 80: Linear regression setting 

 

Figure 81: Linear regression result 

None of these factors (age, lab) seem to have a significant influence on the outcome (p=0.348; 

p=0.807). 

Logistic regression 

In logistical regression, our outcome is binary (yes-no; 1-0). Although the model gives the 

coefficients in the same way, it is more common to interpret the odds ratio. 
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Let's examine the potential influencing factors of our binary outcome. 

 

Figure 82: Selecting logistic regression 

 

Figure 83: Setting logistic regression 
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Figure 84: Logistic regression result 

Gender (gender; p=0.041) and lab value (lab; p=0.009) appear to be significant influencing 

factors. 

Scrolling down, we also get the Odds Ratios. 

 

Figure 85: Logistic regression results 

The protective factor, as a forward-looking interpretation, makes the woman 0.15 times less 

likely to have the outcome compared to the man. The lab value appears to be a 1.05-fold risk 

factor. 

Cox regression 

When Cox regression is used for survival analysis, the outcome is also binary (alive, dead). It's 

so much more than a logistic regression as time is also taken into consideration. As a first step, 

we install the plugin "RcmdrPlugin.survival" from the R packages: 
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Figure 86: Install a package for Cox regression 

After that, we can load this from Rcommander. 

 

Figure 87: Load R package 
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Figure 88: Choosing a package to use for survival analysis 

Loading requires a restart of R commander (the existing database is deleted from memory). 

 

Figure 89: R commander restart 

You will get the new menu item. 

 

Figure 90: Cox regression selection 

In the case of Cox regression, we can set the time (time), the event (event), for which the code 

of death is usually 1. It returns Hazard Ratios that are interpreted similarly to the Odds Ratio. 
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Summary of methods of analysis 

A summary diagram of the use of statistical methods depending on the research questions and 

the available data can be seen. The most common assumptions are normality and the number 

of sample size.  

The summary diagram below starts from the research question, and then proceeds from the data 

to the final appropriate method based on the fulfillment of the conditions. 

 

Figure 91: Summary of analysis methods 

Visualization of results 

Proper visualization is essential when presenting our results. Due to their nature, different types 

of data are easier to review after selecting the appropriate chart type. To mention the main 

things, without being exhaustive: 

- Time trends should be plotted on a line chart (e.g., prevalence over a longer time 

horizon) 

- In general percentage distributions are illustrated on pie charts (e.g., gender distribution) 

- Continuous variable is illustrated on a histogram 

- Non-normal continuous variable shown in box plots 

- The association between two continuous variables is described by a scattergram  

- For categorical variables (e.g., educational attainment), a bar chart can also be used  
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Epilogue 

The literature used also contains useful links with brief descriptions/explanations. The database 

used is available with a codebook and allows you to reproduce the results obtained by the 

presented methods. The saying "Practice makes perfect" is especially true of statistics. If you 

are unsure about the conditions of application of a chosen method or its usability in the event 

of a particular problem, you should look for it. PubMed will help you find/check back on the 

right methods for your research question. YouTube often takes us through execution and even 

the interpretation in detail. Google Is Your Friend and we can use the right keywords to find 

valuable pages. It is a good idea to put key word combinations in quotation marks, or use the 

appropriate option (e.g., filetype:pdf) if you are searching for a specific file type. Let's practice 

as much as possible! 
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Mplus and R programs. 

  

https://www.office.com/launch/forms?auth=2
https://www.deepl.com/translator
https://www.zotero.org/
https://www.zotero.org/
https://www.zotero.org/
https://gateway.euro.who.int/en/hfa-explorer/
https://vizhub.healthdata.org/gbd-compare/
https://statistics.laerd.com/spss-tutorials/linear-regression-using-spss-statistics.php
https://statistics.laerd.com/spss-tutorials/linear-regression-using-spss-statistics.php
https://stats.oarc.ucla.edu/other/dae/


64 

 

Database (semicolon separated values) 

The contents of the database (sample.csv) used for the examples are with a Hungarian 

separator (; separator). 

id;gender;age;edu;lab;bin_out;cont_out 

1;1;53;1;95;1;49 

2;2;88;3;80;0;54 

3;1;7;1;96;1;35 

4;2;5;3;16;0;55 

5;1;19;1;50;1;55 

6;2;92;3;12;0;58 

7;2;97;3;63;0;14 

8;1;50;2;20;1;53 

9;1;3;1;90;1;40 

10;1;29;1;88;1;38 

11;2;94;3;39;0;75 

12;2;82;2;74;0;14 

13;1;77;3;89;1;78 

14;1;21;1;46;0;65 

15;1;29;1;21;0;57 

16;2;37;2;42;0;36 

17;1;86;2;60;0;15 

18;2;15;2;26;0;38 

19;1;54;3;99;1;52 

20;1;28;3;17;0;77 

21;1;77;2;95;1;48 

22;2;70;1;77;0;35 

23;2;45;3;22;0;11 

24;2;44;2;59;1;73 

25;1;43;2;39;1;50 

26;1;72;1;12;0;18 

27;1;45;2;41;0;58 

28;1;30;1;99;1;23 

29;2;62;2;88;0;72 

30;1;65;2;25;1;39 

31;2;9;2;23;1;13 

32;2;97;1;16;0;47 

33;1;49;2;70;1;26 

34;1;89;2;35;1;39 

35;1;84;2;77;1;75 

36;2;90;3;97;1;64 

37;1;78;2;64;0;73 

38;2;30;1;82;1;49 

39;2;83;3;82;1;32   
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Database (comma-separated values) 

Database used for examples (sample.csv) in comma-separated form (which is the original 

English comma-separated values). 

id,gender,age,edu,lab,bin_out,cont_out 

1,1,53,1,95,1,49 

2,2,88,3,80,0,54 

3,1,7,1,96,1,35 

4,2,5,3,16,0,55 

5,1,19,1,50,1,55 

6,2,92,3,12,0,58 

7,2,97,3,63,0,14 

8,1,50,2,20,1,53 

9,1,3,1,90,1,40 

10,1,29,1,88,1,38 

11,2,94,3,39,0,75 

12,2,82,2,74,0,14 

13,1,77,3,89,1,78 

14,1,21,1,46,0,65 

15,1,29,1,21,0,57 

16,2,37,2,42,0,36 

17,1,86,2,60,0,15 

18,2,15,2,26,0,38 

19,1,54,3,99,1,52 

20,1,28,3,17,0,77 

21,1,77,2,95,1,48 

22,2,70,1,77,0,35 

23,2,45,3,22,0,11 

24,2,44,2,59,1,73 

25,1,43,2,39,1,50 

26,1,72,1,12,0,18 

27,1,45,2,41,0,58 

28,1,30,1,99,1,23 

29,2,62,2,88,0,72 

30,1,65,2,25,1,39 

31,2,9,2,23,1,13 

32,2,97,1,16,0,47 

33,1,49,2,70,1,26 

34,1,89,2,35,1,39 

35,1,84,2,77,1,75 

36,2,90,3,97,1,64 

37,1,78,2,64,0,73 

38,2,30,1,82,1,49 

39,2,83,3,82,1,32 
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Database (QR code) 

The QR code below contains the database. QR code generation was done with the free QR 

Code Generator. (https://goqr.me/) 

 

The above image can be scanned off-camera with online QR code readers.  

(https://blog.qr4.nl/Online-QR-Code-Decoder.aspx ) 

  

https://goqr.me/
https://blog.qr4.nl/Online-QR-Code-Decoder.aspx
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Codebook 

id – unique identifier 

gender – gender 

o 1 - male 

o 2 – female 

age – age (years) 

edu – educational attainment 

o 1 – primary 

o 2 – secondary 

o 3 – tertiary  

lab –laboratory parameters (continuous variable) 

bin_out – binary outcome 

o 0 – no 

o 1 – yes 

cont_out – continuous outcome 
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Tasks 

1. Calculate the mean of the age variable in the sample.csv and the 95% Confidence 

Interval of this point estimation in Excel, and based on this, declare whether the average 

age of the sample differs significantly from 35.  Plot the average and the confidence 

interval. 
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2. Given 50 men with a normal BMI, 80 obese men, 90 women with a normal BMI, and 

20 obese women. Is there an association between gender and obesity? 
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3. In a follow-up study, one hundred people were followed for one year (01.01.2022-

31.12.2022). Ten people have some kind of event (illness/death/move), the remaining 

ninety people have none of these events. The yellow cell represents illness, green 

represents movement, and black represents death. The studied disease is the flu (you can 

become infected repeatedly) but is not limited to the winter months. For colored cells, 

the given event is formed on the first day of the given month and lasts until the last day 

of the last colored month. (a) What is the prevalence on the first of July?  (b) What is 

the one-year cumulative incidence and (c) what is the incidence density? 
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4. For the 2x2 contingency table below, calculate the association measures for the 

following (a) cohort and (b) case-control study!  
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5. Calculate the missing values, prevalence and test characteristics. 
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Solutions 

1. In Excel, calculate the mean of the age variables in the sample.csv and the 95% 

confidence interval of this point estimation, and based on this, declare whether  the 

average age of the sample differs significantly from 35. Plot the average and 

confidence interval. 

The mean is [95% confidence interval]: 54.56 [45.28 - 63.84] 

The point estimation for my sample (54.56) is significantly higher than the 

hypothetical value of 35, based on the confidence interval, since the value according to 

the null hypothesis (35) is not in the 95% confidence interval.  

The result can be obtained in one cell using the following functions: 

= CONCATENATE(ROUND(D3;2);" [";ROUND(D3;2)-

ROUND(1,96*STDEV(A2:A40)/SQRT(COUNT(A2:A40));2);" - 

";ROUND(D3;2)+ROUND(1,96*STDEV(A2:A40)/SQRT(COUNT(A2:A40));2);"]")  

 

Functions used: 

CONCATENATE: concatenates the specified numbers/characters 

ROUND: rounds the number to a specific decimal place 

STDEV: returns the standard deviation of a selected range 

SQRT: calculates square root 

COUNT: counts the cells in the given range, in this case it matches the sample size 

 
  



74 

 

2. Given 50 men with a normal BMI, 80 obese men, 90 women with a normal BMI, and 

20 obese women. Is there an association between gender and obesity? 

The chi-squared test is suitable for answering the question: 

- We can indicate the aggregated case numbers in a contingency table. 

- After that, we need to calculate the sum of the rows and columns. 

- Next come the frequencies that occur in the columns. 

- The expected case numbers can be calculated using the results of the previous 

calculations. 

The association is significant, p<0.001, and based on the figure, there are more obese 

men. 
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3. In a follow-up study, we follow one hundred people for a year (01.01.2022-31.12.2022). 

Ten people have some kind of event (illness/death/move), the remaining ninety people 

don't have any of these events. The yellow cell indicates the disease, the green cell 

indicates the movement, the black cell indicates the death. The studied disease is the flu 

(can infect repeatedly) but is not limited to the winter months. For colored cells, the 

given event is formed on the first day of the given month and lasts until the last day of 

the last colored month. (a) What is the prevalence on the first of July?  (b) What is the 

one-year cumulative incidence and (c) what is the incidence density? 

 

(a) P=n/N=3/96=0.0312 

The prevalence is 3.12%, as there are three patients on the first of July and the total 

population is 100-4 (three individuals have moved away and one has died.) 

 

(b) CI=n/N=5/95=0.0526 

The cumulative incidence of 1-year is 5.26%, as 5 new events (occurred more than 

once in some individuals) occurred and initially 100-5 people (5 people were already 

sick) were at risk. 

 

(c) ID=n/total person-time=5/1115=0.0045/person-month=0.0538/person-year 

A total of five new events occurred. Ninety people had no events, their person time was 

90*12=1080 months, as long as they were at risk (not sick and in the study). The 

remaining 10 people have a person time of 7+0+4+11+0+1+1+3+1+7=35 months, for a 

total of 1080+35=1115 months. This person-months 1115/12=92.92 person-years. 
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4. For the 2x2 contingency tables below, calculate the association measures for the 

following cohort and case-control studies! 

(a) 

 

In the case of a cohort study, the relationship indicator is the relative risk when the two 

absolute risks (cumulative incidence) are divided by each other.  

 

Based on relative risk, exposed people have a 2.79x higher risk of having the disease 

compared to non-exposed people. 
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(b) 

 

 

The odds of exposure quotient are the odds ratio. In this case, there is a 2.67x higher 

chance of exposure among cases. 
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5. Calculate the missing values, prevalence and test characteristics! 

 

 

The frequency of the disease (prevalence) is 31%. 

The test correctly identifies 89% of patients. (sensitivity) 

The test correctly identifies 90% of healthy people. (specificity) 

Individuals found positive are 80% likely to be sick. (PPV) 

Individuals found negative have a 95% probability of being healthy. (PPV) 
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Annex 

Some important questionnaires excerpts with attribution are attached below. 

FINDRISC Questionnaire1 

 

 
1 P. Böhme, A. Luc, P. Gillet, és N. Thilly, „Effectiveness of a type 2 diabetes prevention program combining FINDRISC 

scoring and telephone-based coaching in the French population of bakery/pastry employees”, Eur J Clin Nutr, köt. 74, sz. 3, 

Art. sz. 3, márc. 2020, doi: 10.1038/s41430-019-0472-3. 
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Alcohol Use Disorders Identification Test2 

 

 
2 AUDIT : the Alcohol Use Disorders Identification Test : guidelines for use in primary health care [Internet]. [cited Feb 16, 

2023]. Available from: https://www.who.int/publications-detail-redirect/WHO-MSD-MSB-01.6a  

 

https://www.who.int/publications-detail-redirect/WHO-MSD-MSB-01.6a
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Fagerström test for nicotine dependence3 

 

 

  

 
3 Fagerstrom Test for Nicotine Dependence - an overview | ScienceDirect Topics [Internet]. [cited Feb 16, 2023]. Available 

from: https://www.sciencedirect.com/topics/medicine-and-dentistry/fagerstrom-test-for-nicotine-dependence  

 

https://www.sciencedirect.com/topics/medicine-and-dentistry/fagerstrom-test-for-nicotine-dependence
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Abbreviated version of the International Physical Activity Questionnaire4 

IPAQ (International Physival Activity Questionnaire Short Form) 

 

 
4 Cardol M, de Haan RJ, de Jong BA, van den Bos GA, de Groot IJ. Psychometric properties of the Impact on Participation 

and Autonomy Questionnaire. Arch Phys Med Rehabil. 2001 Feb;82(2):210–6. 

https://www.researchgate.net/figure/International-Physical-Activity-Questionnaire-short-form-IPAQ-SF_fig1_275642934 
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European Health Interview Survey 2019 – Questionnaire (relevant parts)5 

 

 
5 European Health Interview Survey - Microdata - Eurostat [Internet]. [cited Feb 16, 2023]. Available from: 

https://ec.europa.eu/eurostat/web/microdata/european-health-interview-survey  
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Scientific publication 

The results of correct construction are demonstrated in the article below (descriptive, simple, 

multiple analysis).6 

 

 
6 Ganasegeran K, Renganathan P, Manaf RA, Al-Dubai SAR. Factors associated with anxiety and depression among type 2 

diabetes outpatients in Malaysia: a descriptive cross-sectional single-centre study. BMJ Open. 2014 Apr 23;4(4):e004794. 
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