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Abstract. We answer in the negative a problem posed in Daréczy (Report on 52nd Inter-
national Symposium on Functional Equations. Aequat. Math., 2015) by the first author,
in connection with a result of Ger and Kochanek (Collog Math 115:87-99, 2009), and its
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Functional Equations. Aequat. Math., 2015). A further generalization is posed as an open
problem. Elaborating an idea of the construction of means presented in Examples 1.2 and 1.4
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extending two given means on adjacent intervals.
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Introduction
In the whole paper, given any interval I, a function M: I x I — I is called a
mean on I if

min{z, y} < M(z,y) < max{z,y}

for all x,y € I. If both inequalities are sharp whenever = # y, then the mean
M is called strict. Of course, if a mean M is strictly increasing with respect
to each variable, then it is strict. A mean M on [ is said to be symmetric if
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M(z,y) = M(y, z)
for all z,y € I.
Given any continuous strictly monotonic function ¢: I — R, the formula

M(z,y) =¢" (W)

defines a mean on [; it is called the quasi-arithmetic mean with the generator
o and denoted also as A¥. Observe that any quasi-arithmetic mean strictly
increases with respect to each variable, and thus it is strict.

Our starting point is the following result, proved by Ger and Kochanek [7].

Theorem GK. Let M be a continuous mean on an interval I, strictly increasing
with respect to each variable. If f: I — R is a non-constant solution of the
equation

flx)+ f(y)

5 , (0.1)

f(M(2,y)) =
then the mean M is quasi-arithmetic.

During the 52nd International Symposium on Functional Equations held
in Innsbruck in 2014 the following problem was posed by the first author, in
connection with the Theorem GK (see [4]).

Problem 0.1. Let M be a mean on an interval I. Is it true that if M is not
quasi-arithmetic, then every solution f: I — R of Eq. (0.1) is constant?

1. Problem 0.1 and its generalizations

We start with a procedure providing means essentially generalizing quasi-
arithmetic means. Among them are those giving a negative answer to Prob-
lem 0.1 (cf. [5]).

Procedure. Let I be an interval and let f: I — R be a continuous and (not
necessarily strictly) increasing function. For any pair (x,y) € I xI put M(x,y)

as an arbitrary point of the interval f=! ({w }) whenever f(x) # f(y)

and let M (z,y) be any point of the interval ending in x and y otherwise.
Take any x,y € I, say @ < y. If f(x) # f(y) then, clearly, equality (0.1)
holds. If f(z) = f(y) then x < M(z,y) <y, whence f(z) = f(M(x,y)) = f(y)
by the monotonicity of f, and (0.1) follows again.
To see that M is a mean on [ fix any pair (z,y) € I x I. Assume, for
instance, that < y. If f(z) = f(y) then x < M(z,y) < y. So consider the
case f(x) # f(y). This implies f(x) < f(y). If x > M(z,y) then

1) 2 fGa)) = TG iy,

a contradiction. Therefore, © < M (x,y). Similarly M (z,y) < .
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Observe that if f, in fact, is strictly increasing, then M is the quasi-
arithmetic mean generated by f. To obtain a not quasi-arithmetic M we add
some requirements. First of all take a continuous increasing f: I — R which
is non-constant and not strictly increasing. Then we can find a non-trivial
interval J C I, a number ¢ € R and a point yo € I such that f(yo) # ¢ and

flx)=¢, xzeld
Fix a point m € f~1 ({%(‘%)}) Then we can additionally require that
M(z,y) =

for any x,y € I such that f(z) # f(y) and f(””);rf(y) = Cﬂ;(y‘)). Take any
different x1, 29 € J. Then f(z1) = f(z2) = ¢ # f(yo), and thus

M (x1,y0) = m = M(z2,y0)-

Consequently, M is not quasi-arithmetic being not strictly increasing with
respect to the first variable.

Observe that in the Procedure we have a pretty large freedom to define a
required mean for any given f. For instance, in some cases we may expect that
the mean constructed in the Procedure has nice properties, e.g. is symmetric
and increasing (not necessarily strictly) with respect to each variable. This can
be seen from the following result.

Ezxample 1.1. Assume that the left endpoint of the interval I is finite and [
contains it. Let f: I — R be a continuous increasing function. For any pair
(z,y) € I x I put

My = {inff1 ({2050 i f@) # £(0),
7 \minfay), it f(2) = f(y).

Clearly M is a mean of the type described in the Procedure. Obviously it is
symmetric. Less evident is that it is increasing with respect to each variable.
To prove this fix any yg € I and 1,z € T with 21 < 9. Then f (21) < f (z2)
and exactly one of the following four possibilities can hold:

(a) f(l”l) f(l’z) f (Wo)s
() f (yo) = [ (1) < [ (22),
(c) f(z1) < f(22) = f(yo),
(d) f(z1) # f(yo) and f (z2) # f (yo)-

In case (a) we have
M (x1,y0) = min {z1,y0} < min{xz,yo} = M (22, y0) -
Assuming (b) we see that

o) = f(x1) + f(21) - f(z2) + f (yo)

2 2 ’
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whence

xy <inf f! ({W}) = M (z2,%0) ,

and, consequently,
M (x1,y0) = min{z1,y0} < 1 < M (22, 90) -
If case (c) holds, then z2,y0 € f=1 ({f (v0)}), so

inf £~ ({f (y0)}) < min{x2,y0} = M (22, 10) »
and thus

M (21,y0) = inf f7 ({W}) <inf f! ({f(yo);rf(yo)})

=inf /7" ({f (y0)}) < M (22,90) -

Finally (d) implies

M (z1,y0) = inf f~* ({W}) <inf f7! <{W}>
= M (z2,0) -

Consequently, the function M (-,yg) is increasing for any yo € I. Since M
is symmetric, it follows that also the function M (xg,-) is increasing for any
xg € 1.

On the other hand the mean M is not, in general, continuous. To see this
take I = [0,00) and f: I — R defined by

1, if 0<z<1,

fz) = {x, if 1<z,
Then f(0) = f(1) =1 and f (14 1) =1+ 1 3 f(0), and thus

M <1+ 711,0) —inf ! {f(1+i)+f(0>})

2

()

and

1
M (1,0) = min{1,0) =0 £ 1 = lim M<1+70>.
n— 00 n
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Example 1.2. Another counterexample to Problem 0.1 can be given using quite
a different idea than that from the Procedure (see [5]). Define M: (0,00) X
(0,00) — (0,00) and f: (0,00) — R by

xQﬂ, if 0<z,y<l,
ol if 0<z<1<y,
M@.y) =1 14 if 1<y<a, (L.1)

min{z,y}, if 1<z, y,

and

z, if 0<o<l,
f(x){1 if 1<z (12)

respectively. Obviously, M is a mean which is symmetric, increasing with
respect to each variable and continuous, but it is not quasi-arithmetic.
Fix any (z,y) € (0,00) x (0,00). If z,y < 1 then

T+y r+y _ fl@)+ [y
J (M (w,9)) = f _ oty _ @+
2 2 2
In the case when z < 1 <y we have
x+1 z+1  f(zx)+ fly
§ (M () = f _otl_J@)+ i)
2 2 2
Similarly, equality (0.1) holds when y < 1 < . Finally, if 1 < x,y then

f (M (x,y)) = f(min{z,y}) =1= 1;'1 _ f(x)—;—f(y)

Thus equality (0.1) is satisfied in all the possible cases.

Clearly, since the mean min considered on any non-trivial interval is not
strict, the above mean M is not strict, either. Since, at first glance it seemed
to us that also the means constructed by the Procedure were not strict, still
during the ISFE in Innsbruck we proposed the following modified problem.

Problem 1.1. Let M be a strict mean on an interval I. Is it true that if M is
not quasi-arithmetic, then every solution f: I — R of Eq. (0.1) is constant?

Trying to solve that problem we examined the Procedure in detail once
more. Then, rather unexpectedly, we found out that a small modification of
the construction described there provides strict means.

Ezxample 1.3. Let f: I — R be a continuous increasing function. For any
point (z,y) € I x I let M(xz,y) be an arbitrary point of the interval
ft ({W}) whenever f(z) # f(y) and any point lying strictly between

2 and y when z # y and f(z) = f(y). To prove the strictness of M fix an arbi-
trary point (x,y) € I x I such that z < y. If f(z) = f(y) then x < M(z,y) <y
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by the definition of M. So we may assume that f(x) # f(y), which forces (0.1)
as in Example 1.1. Now, if either M(z,y) = z, or M(z,y) = y, then (0.1)
implies

flx) + () f(@) + ()

f) =TI oy = DI,

which gives f(z) = f(y), a contradiction. Thus again we come to the inequal-
ities © < M(z,y) < y.
Remember, however, that M, in general, is not continuous.

Of course also Example 1.2 can be suitably improved. To see this consider
the next example.

Ezample 1.4. Take any strict mean m on the interval [1,00) and consider the
mean M on (0, c0) defined by

wo i 0<a,y <,
el if 0<z<1<y,
M(z,y) = 1%, if 0<y<1l<u, (3

m(z,y), if 1<z,y.

Observe that the mean M is strict and we have got its formula by replacing
the mean min on [1,00) in (1.1) by the strict mean m. Also now M satisfies
Eq. (0.1) with the function f: (0,00) — R defined by formula (1.2).

However, no matter what strict mean m on [1,00) is used, unexpectedly
the mean M defined by (1.3) cannot be continuous! Indeed, supposing that M
is continuous, for any = € [1,00) we have

1
m(z,1) = M(z,1) = lim M <x,1— ) = lim
n

n—oo

which is impossible as m is strict.

2. Marginal joints of means

The form of the means defined by formulas (1.1) and (1.3) in Examples 1.2
and 1.4, respectively, suggests the study of means described as follows. Given
an interval I and its interior point £ put

Ie={vel:z<¢&}, Ig={rel:z<{}
and

d={xecl:x>¢&, J°={zxecl:x>¢}
(see Fig. 1).
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FIGURE 1. Division of I into I and ¢l

Then, for every continuous and strictly monotonic function ¢: I — R and for
any mean m on the interval ¢/, define the mean M by

A% (e,0), i (o) € T x e
A7 (2,6), I (2,) € g x eI,
MED=Y 42 ), i ()€ el x I >y
m(z,y), f (z,y) €l x ¢l

Observe that then the function f: I — R, given by

 Jlx), if zelg,
fe) = {tp(ﬁ), if zeel,

is a continuous, non-constant and (not strictly) monotonic solution of Eq. (0.1).

Following the above idea we propose to consider a more general class of
means. Let I be an interval and £ be its interior point. Assume that we have
given two means M and N on the intervals I and ¢ I, respectively. The problem
is to find a mean, say M @& N, on the interval I such that

(M&N)|r,x;e =M and (M &N)| x.1=N.

One possible way to do this is as follows. Define the marginal functions
fi,forIe = I¢ and g1,g2: ¢I — ¢I by

fi(@) = M(z,), f2(y) = M(&,y) and  gi(z) = N(z,), ga(y) = N(&,9),

respectively. Observe that provided fi, f2, 91,92 are continuous and strictly
increasing, the sets f1 (I¢) , fo (Ie) , g1 (¢I) and go (¢I) are intervals having & as
one of the endpoints (Fig. 2).
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fl(l,s)xgz(gl —

FIGURE 2. Division of M, N and K

Take any function K: fi (I¢) X g2 (¢I) U g1 (¢I) % fa (I¢) — I such that

min{z,y} < K(z,y) < max{z,y} (2.2)
for all (z,y) € f1 (Ie) X g2 (eI) U g1 (¢I) x fo(I¢) as well as
filx), if ze fi(le),
K, = {91($)7 if z€egq (53), 23)

and
[ fy), if ye fo(Ie),
K@”—{é@»ﬁyeégm. (2.4

Any such K will be called a joining function for the pair (M, N).

There are many joining functions for (M, N'), where M and N are means on
I and ¢, respectively. For instance any K: fi (I¢) x g2 (¢1)Ug1 (1) X fo (I¢) —
I satisfying (2.3) and (2.4), and the conditions

min{z,y} < K(z,y) < ¢
for all (z,y) € fi1 (I¢) X g2 (1) Ugr (¢I) x fa (I¢), or
£ < K(z,y) < max{z,y}

for all (z,y) € f1 (I¢) X g2 (¢I) U g1 (¢) % fa (I¢), is a joining function for the
pair (M, N). The most trivial one is that satisfying (2.3) and (2.4) and the
condition
K(z,y) =& (2,9) € fi(le) X g2 (D) Ugr (el) x fa (Ie).-
Less trivial but very natural joining functions for the pair (M, N) are pre-
sented in two examples below.

Example 2.1. The formula

_ fl(x)+g2(y)_£a if (.T,y)Efl (IE)XQQ(f‘[)a
K@w_{m@+h@%fﬁf@w€mQDXh%% (2:5)
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where f1, f2,91, 92 are the marginal functions for (M, N), defines a joining
function for this pair. To see inequalities (2.2) fix a point (z,y) € fi (I¢) X
g2 (¢I). Then x < fi(z) < & < ga(y) <y, whence
min{z,y} = 2 < fi(z) < fi(@) + 92(y) — § = K(z,y)
< 92(y) <y = max{z, y},
that is (2.2) holds. Similarly we get (2.2) for all (z,y) € g1 (el) % fa (Ie).
Equalities (2.3) and (2.4) are obvious. An additional important advantage of

the above formula is that if f1, f5, g1, g2 are continuous and strictly increasing,
then K is strictly increasing with respect to each variable and continuous.

Given a continuous strictly monotonic function ¢ mapping an interval into
R and a number p € (0,1) we denote by AY the quasi-arithmetic mean, gen-
erated by ¢ and weighted by (p,1 — p), i.e. the mean on that interval defined
by
AP (z,y) = o~ (po(z) + (1 = p)e(y)) -

Ezxample 2.2. Let ¢: I¢ — R and ¢: (I — R be continuous strictly increasing
functions vanishing at £ and let p, ¢ € (0,1). We find a joining function for the
pair (M, N) where M = A and N = A}]Z’. Then

file) = AZ(2,8) = o~ (pp(x)), faly) = AZ(& ) = ¢~ (1 - p)e(y))
for all z,y € I and

g1(z) = AY(2,6) =" (q(2)), g2(y) = AL (&, y) =¥~ (1 — Q¥ (y))
for all z,y € ¢1.
For any (z,y) € f1 (I¢) x g2 (¢I) put
_ [T plel(a) +9(y)), if p(z) + 1 (y) <0,

K ={ Tl G i, e tety 0. 29

Similarly, having (z,y) € g1 (¢I) X f2 (I¢) we put
_ [ (A =p) (@) + (), if v(@)+e(y) <0,

Ko = { ™ St se e
Evidently the function K: fi (Ig) X g2 (¢I) U g1 (eI) x fo (Ig) — I is strictly
increasing with respect to each variable and continuous.

Take any (z,y) € fi1 (Ie) x g2 (¢I). Then x < & <y, whence p(z) < p(§) =
0=1(&) < (y). Clearly,
K(x,8) = ¢~ (pp(a)) = fi()
and
K(&y) =97 (1 - 9v(y) = g2(y).
Moreover, if ¢(z) 4+ ¥ (y) < 0 then

min{z,y} =2 < ¢~ (pp(2)) < 07 (p(p(2) +¥(y))) = K(z,y)
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<@ (p-0) =€ <y =max{z,y},
and if p(x) + 9 (y) > 0 then

min{z,y} =z <E=¢"" (1 —¢q)-0) <" (1 —q) (e(z) +¥(y)))
= K(z,y) < (1 - q)(y) <y = max{z,y}.

For (z,y) € g1(el) x fa(I¢) we proceed analogously. Consequently, K is a
joining function for the pair (Af, A}f), strictly increasing with respect to each
variable and continuous.

Fix means M and N on the intervals I and ¢/, respectively, and a joining
function K for the pair (M, N). Let f1, fa, g1, g2 be the marginal functions and
put

Dy = {(@,y) € I x I°: K (i(w). 92(9)) < €},
Diz = {(a,y) € I¢ x eI°: K (Hi(2).92(4)) = €}
Dy i={(w,y) € Ig x eI°: K < 1), 929)) > €},
Dy = {(,y) € I° x Ig: K (91(x), foly)) < €},
Do 1= {(w,y) € eI° x I¢: K( (@), F2() =€}
D = {(,y) € I° ¥ Ig: K (91(w), f2(y)) > €}

Obviously, the above sets are pairwise disjoint and
DI_QUDlzL_JDB:IgX£IO and D2_1UD21UD3_1=€IOXIE.

Some of those six sets may be empty (cf. Example 2.3). However, under some
rather natural assumptions like continuity and strict increase, imposed on
M, N and K, they are non-empty and have a really simple and nice struc-
ture, which can be seen from the next result.

Theorem 2.1. Let M and N be means on the intervals I¢ and ¢I, respectively,
and K be a joining function for the pair (M,N). Assume that the functions
M, N and K are strictly increasing with respect to each variable and contin-
uwous. Then there are an interval J C I containing £ in its interior and a
continuous strictly decreasing function w: J — Isuch that the graph Grw of
w, i.e. the curve Grw = {(z,y) € I x I: y =w(x)}, joints two sides of the
square I x I,

Grw = D12 U{(&§)} U Doy,

and the strict epigraph epiw = {(x,y) € J x I: y > w(x)} and the strict hypo-
graph hyp,w = {(z,y) € J x I: y < w(x)} of w have the decompositions

epigw = Dy U (¢ x I\ {(§,€)}) U Dy, (2.8)
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I 3 el

FIGURE 3. Grw = Dqs U{(f,g)} UD21

and
hypw = D15 U (Je x I\ {(&,€)}) U Dy,

respectively (cf. Fig. 3).
If, in addition,

M(z,§) =M(&,z), xzel, and N(x,§)=N(x), z€l,

and the function K is symmetric:

K(z,y) = K(y,x), (z,y) € f (L) x g(el)Ug(el) x [ (),

where f: I¢ — I¢ and g: ¢I — ¢I are given by
f(@) = M(x,&) and g(x) = N(z,),
respectively, then w(J) = J and
ww@) =z, x€l,

that is w is an involution.

Proof. Put
Ji=JeUed,
where
Je ={z € Ie: K(fi(),92(y)) = £ with some y € (I}

and

e ={z €l K(gi(z), f2(y)) = & with some y € I}.

221

(2.9)

(2.10)

(2.11)
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Fix elements x1,22 € J¢, 1 < %2, and take any = € (21, x2). Let y1,y2 € ¢I
satisfy K (f1 (z1),92 (y1)) = € = K (f1 (22),92 (y2)). Then, as the functions
f1s f2, K (v, 92 (y1)) and K (-, g2 (y2)) are strictly increasing, we have

K (f1(2),92 (y2)) < K (f1(22),92 (y2)) =&

=K (f1(z1),92 (1)) < K (f1(2),92 (1)),
and the continuity of the function K (f; (z)
)

K(fi(x),92(y)) =

for a y lying between y; and g9, that is in ¢1. Therefore x € J¢. This proves
that J¢ is an interval. Similarly, one can check that so is ¢.J. Since

K (f1(8),92(8) = K(§€) =& =K (91 (£), f2(£)), (2.12)

we have £ € Je N¢J, and thus J is an interval containing £. Moreover, the
continuity and monotonicity assumptions imposed on K and, consequently,
on the functions fi, f2, g1, g2, together with (2.12) give £ € int J.

Observe that for every x € J¢ the element y € (I satisfying the equality
K (fi(x),92 (y)) = £ is unique. Analogously, for every x € ¢J the point y € I¢
such that K (g1 (), f2 (y)) = & is determined uniquely. Therefore the formula

w(z) = y = {K(f1 (@),92 () =&, if @€ J,

, 92 ( )) implies that

K (g1 (2), f2(y)) =&, if z €,

defines a function w: J — I. Of course
w (Jf) C EI and w (EJ) - IE; (213)

in particular, w (§) = &.
If 1,22 € J¢ and 1 < 22, then

K (fi(22),92 (w(z )))=§= (f1(z1),92 (W (21)))
K (fi(22),92 (w(21))),

whence gz (w(22)) < g2 (w(21)), ie. w(w2) < w(z1). Thus w|y, is strictly
decreasing. Similarly, so is wl, s and, by (2.13), also w.

Fix any point z¢ € Jg¢, an increasing sequence (xn)neN tending to xy and
let yo := lim,, 00 w (x,,). Then yo € I and

K (f1(x0) ;92 (x0)) = lim K (fi(zn),92 (@ (zn))) = &,

which implies that yo = w (x0), that is lim, oo w (2,) = w (2g). This means
that w is left continuous at xy. Analogously one can prove the right continuity
of w at x¢p whenever x¢ < §. Thus w|;, is continuous. The same argument gives
the continuity of w|, .

To prove that the graph of the decreasing w joints two sides of the square
I x I it is enough to show that

(i) inf J = inf I or supw(J) = sup I
and
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(ii) sup J =sup I or infw(J) = inf I.
Suppose to the contrary that the sentence (i) is false. Then
inf J >inf I and supw(J) <sup I.

Take any decreasing sequence (z,,), .y tending to x¢ := infJ. Then x¢ € I¢
and lim, oo w (2,) = w(xo+) < supw(J) < sup I, and thus we can find a
Yo € ¢l such that yo > w (xo+). We have

K(fl (xn)792 (w(xn))):& TL€N,

whence

K (fi(z0),92 (y0)) > K (f1 (w0), 92 (w(zo+))) =& > K (f1 (w0),€),

which implies that for an x < xg = infJ we get

K (f1(x),92 () > &> K (f1(2),8) = K (f1(2),92(£))-

Thus there is a y € ¢I such that K (f1 (z), g2 (y)) = { which means that « € J;
a contradiction. Therefore (i) holds true. Similarly, we can prove (ii).

Now we examine equality (2.8). First fix any (x,y) € epiqw. Then x € J,y €
I'and y > w(x). If 2 < § then z < < w(z) <y, and thus (z,y) € Ig x ¢I°
and

K (fi1(x),92(y)) > K (f1 (2),92 (0 (x))) =&,
that is (z,y) € Diy. If # > € and y > & then (z,y) € ¢J x I\ {(£,€)} by
w(&) = & Finally, if & > ¢ and y < £ then w(z) < y < & whence (z,y) €
¢I° x I and

K (g1 (z), f2(y)) > K (91 (2), f2 (w())) =&,

which means that (z,y) € Dj;. We prove the reverse inclusion in (2.8). If
(z,y) € Dj, then x < ¢ < y and

K(fi(z),92(y) >&§=K (£ > K(fi(x),8) =K (fi(z),92(5))

which implies that £ is a value of K (fi (x),g2(+)) at a point of the interval
(&,y) C ¢I; thus o € Je and

K (fi(2),92(y) > &= K (f1(2), 92 (w(2))),

whence y > w(x) and, consequently, (z,y) € epiw. We argue similarly when
(z,y) € DFy. Lastly, if (z,y) € ¢J x ¢I\{(&,€)} then > ¢ and y > &, which
gives y > £ > w(x); the equality y = w(z) would imply y = £ = w(x), that is
(z,y) = (£, €), and thus we have again y > w(x).

Finally, assume condition (2.9) and the symmetry of K. For any y € I we
have

yew(l) = \Jy=w) = \/ K(f(@),91)=¢

r€Je r€Je
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= VK@), f@)=E<ycel
zeJg

This means that w (Jg) = ¢J. Similarly, w(¢J) = Je, and thus w(J) = J.
Moreover,

K(f(x),9(y) = K (9(y), f(2)), € Jgy€el,
which gives
y=w(@) <= r=wly), x€Je,y€,
and proves that w™! = w, that is w is an involution. O
Passing to the definition of the marginal joint fix any means M and N on

the intervals I¢ and ¢I, respectively, and an arbitrary joining function K for
the pair (M, N). Assume that

f1 is continuous strictly increasing provided Dy, # 0,
f2 is continuous strictly increasing provided D3, # 0,
g1 is continuous strictly increasing provided Dg’l # 0,
go is continuous strictly increasing provided DfQ £ ).

(2.14)

Assume that Di, # 0 and take any (z,y) € Diy. Then (z,y) € Ig x ¢I°
and K (f1(z),92(y)) < & whence (fi(z),92(y)) € I¢ x ¢I and, by the first
inequality (2.2),

Ji(z) < K (fi(x),92(y)) < &= f1(§).

Hence, by the continuity and strict increase of f,

K (fi(z),92(y)) € f1([x,€))

and we may calculate the value f; ! (K (f1(2), g2(y))), which is an element of
the interval [z, £), and thus also of [z, y]. This and similar arguments concerning
the sets Di,, D3, D, show that the formula below define a function M @©x
N:IxI—1I:

M(z,y), if (z,y) € Ig x I,
ffl (K (fl(m)ug2(y)))’ if z, € D;za
§, if x, S Dlg,

(M @&k N)(z,y) = (2.15)

97 (K (g1(2), f2())), if
N(z,y), if
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Clearly, M @, N is a mean on [ extending the means M and N to the square
I x I. We call it the marginal K-joint of the means M and N.
To illustrate the notion of the joint of means consider the following example.

FEzrample 2.3. Fix an interval I and its interior point £. Let ¢: I¢ — R be
any continuous and strictly monotonic function and let m be any mean on ¢1.
Consider the quasi-arithmetic mean A¥ with the generator ¢:

AP(z,y) = 7! (W) . wmyel.
Define the function & : f1 (I¢) g (1) U g1 (eI) x fo (Ie) — I by
A?(2,€), if z< &<y,
A?(&y), if y<§ <o,
K@ =1 e, it y=—¢<a,
m(€y), if z=¢§<y.

It is evident that K is a joining function for the pair (A¥,m). Then the func-
tions f1, fa: I¢ — I and g1, 92: ¢I — ¢I are given by

me=h@%~wma=wl(ﬂwgﬂa>

and
gi(x) =m(z,&) and ga(z) = m(&, x).
Observe that
K(z,y) = A%(z,&) <& (z,y) € (/1 (L) \{&}) x (92 (1) \{&})

and

K(z,y) = A%(§,y) <& (w,9) € (91 (D) \{&}) x (f2 (Ie) \{€}),

0
Dyy = D}, = Dyy = D, = 0.
If (z,y) € I x ¢I° then (z,y) € Dy,, whence
(A% @k m) (v,y) = fi ' (K(fi(2), 92(9)) = fi (A7 (fi(2),€))
= fi' (i (1(2)) = filz) = A%(2,€).
Similarly, if (z,y) € ¢I° x I¢ then (2,y) € Dy, and thus

(A2 @ m) (z,y) = fy ' (K(1(2), o)) = f5 (A (& fo())
= (f2(f2(9) = faly ) A“”(S Y):
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Consequently, the joint AY @&k m has the form

A?(x,y), if (x,y) € I x I,
A¥(z,8), if (z,y) € ]50 x eI°,
A¥Y ® m(x y) = )
) Av(é"y)’ if (.T,y) c 510 X Io’
m(m,y), (x;y) € gI X §I'

Therefore, A? G m is the mean defined by formula (2.1) at the beginning of
that section.

Now we describe marginal joints obtained with the use of the joining func-
tions defined in Examples 2.1 and 2.2.

FEzample 2.4. Let M and N be means on the intervals Iz and ¢I, respec-
tively, such that the marginal functions f1, f2, g1, g2 for the pair (M, N) satisfy
assumptions (2.14). Consider the joining function K defined by (2.5). Then,
using (2.15), we come to the form of the K-joint M ¢ N:

(M@KN)(xay):

gt (@) + fBly) - ¢), i
N(z,y), if

A standard computation shows also that the function w is defined on an interval
containing ¢ in its interior by the formula

_2(2£_f1 )a 332/ GI&
w(z) =
f2? (26 - gt w)), (2,y) € ¢l
Assume for instance that I = (0,00),£ = 1, A is the arithmetic mean on
(0,1] and G is the geometric mean on [1, 00
Tty
A(mvy):Tv xaye(ovl]v and G(xvy): \/x 9 xﬂye [1700)

Then
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fie) = fol) = T, w e (0,1,

and

g1(z) = ga(x) =V, =z €[1,00).
The joining function K: (0, 1] x [1, 00)U[1, 00) % (0, 1] — (0, 00), given by (2.5),
has the form

%‘14_\/@, it 0<z<1<y,
K(z,y) =

Vi+ 5 if 0<y<1<ua,
and, consequently,
%, 1f0<$,y§17
zT+3_|_2yi_3, if0<:c<1<y<(57Tz>4’
z+3 : 'y 5ozt
(T+y4_1) Cif 0<z <1< (252) <y,
A@KG x, = B
( ) (7, y) wi4+ 423 i 0<y<l<a< (352)",

3 : !

(sh+m2-1) i 0<y<i<(®32) <,

VY, if 1<x,y.

Now the function w is an involution mapping the interval J = (0, (5/4)*) onto
itself by the formula

(352)", it 0<a <1,

w(z) =
5—433%, if 1<,

FEzxample 2.5. Let ¢: I¢ — R and ¢: (I — R be continuous strictly increasing
functions vanishing at { and let p,q € (0,1). To find the K-joint AZ ©x Ag’,
where K is the joining function defined in Example 2.2, we use formulas (2.6)
and (2.7) and the definition (2.15). After easy calculations we come to the
formula
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(A7 Dk AY) (x,y)
e pp(x) + (1 =p)e(y)), if  (z,y) € e x I,

e (pp(z) + (1 = )¥(y)), if  (z,y) € Ig x ¢I°
and pp(z) + (1 — q)(y) <0,

Y () + (1= (y)), if  (z,y) € I x ¢I°
and pp(z) + (1 —q)¥(y) >0,
_ (2.16)

e (qv(z) + (1 =p)p(y)), if  (z,y) €I° x I§
and gip(x) + (1 - p)e(y) <0,

P gy(@) + (1 =ple(y)), if  (z,y) € I° x Ig
and q(z) + (1 —p)e(y) >0,

V() + (1= @)e(y)), i (z,y) € el x ¢l

The function w is defined on an interval J containing £ in its interior by the
formula

P —f%qcp(x) , iz <0,

ot —ﬁw(x) , if x> 0.

w(x) =

One can check that w is an involution if and only if p+ ¢ = 1.
Taking I = (0,00), £ =1, p = q = % and defining ¢: (0,1] — R and
¥:[1,00) = R by

pl@)=2x—1 and ¢(z)=Ilogx,

respectively, we see that ¢(§) = ¢(¢) = 0, and A = A and AY = G. Take any
(z,y) € (0,00) x (0,00) such that # < y. Then one can check that the formula
for A @k G reduces to the following one (cf. Fig. 4):

%ﬂ, if 0<z,y<1,

x+logy—1 .
TR 1, if 0<zx<l<yandzxz+logy <1,

A = :

/Ty, if 1<ua,y.

Since p = ¢ = % it follows from (2.16) that the mean A @ G is symmetric,
so having the formula above we are done also with the case when y < =.
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ac+102g y—1 )

exp (

z+logy—1
2 = 1

Az, y)

FIGURE 4. Form of A, G

Moreover, as p + ¢ = 1, the function w is an involution: w maps (0, e) onto
itself and

~ Jexp(l—=x), if z€(0,1),
w(x){l—loggc, if zell,e).

Observe that the joints A ®x G obtained in Examples 2.4 and 2.5 are
different.

We may expect that if means M, N and a joining function K for the pair
(M, N) have nice properties, then so does the joint M @k N. The following
result is an example of such a situation.

Theorem 2.2. Let M and N be means on the intervals I¢ and ¢I, respectively,
and K be a joining function for the pair (M, N). If the functions M, N and
K are strictly increasing with respect to each variable and continuous, then so
18 the joint M & N. If, in addition, the means M, N and the function K are
symmetric, then also M ©x N is symmetric.

Proof. The assumptions imposed on the joining function K imply that the
marginal functions fi, fo: I¢ — I¢ and g1,92: ¢I — ¢I are continuous and
strictly increasing. Let J C I and w: J — I be an interval and a function,
respectively, satisfying the assertion of Theorem 2.1. Define intervals J¢ and
¢J by (2.10) and (2.11), respectively.

Fix a point y € I. We prove that the function (M @i N) (-, y) is strictly
increasing and continuous. First assume that y € I¢. If y ¢ w(¢J) then, by
formula (2.15)
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M (z,y), if xelg,

(M &k N) (z,y) = £V (g1(@), foy) , if € eI°

so it is enough to observe that

wllrgf{l (K (g1(2), f2(9))) = fo ' (K (& o)) = fa ' (f2 (f2(v)))
= fa(y) = M(&,y)

and to take into account the continuity and strict increase of the functions
involved. If y € w (¢J) then y = w (w™*(y)) and, by (2.15), we have

j\l(,r,y)7 if 1‘6]5,
f 1K (g1(2), fo(y), i @€ el° o <w(y),
(M &k N) (z,y) = ¢, if r= w—l(y>7

g1 (K (91(2), fo()) s if @ € ¢I° 2> w ™ (y),
and it is enough to observe that

lim fo ' (K (91(@), 20) = o (K (91 («7'0)) . o))

—le(ﬁ)zf,
Lo (K (@), ) = 91 (K (9 (07 ) fo(0)
:gfl(ﬁ):&

and, as in the previous case, lim, ¢ fy (K (91(x), f2(y)) = M(€,). In the
case y = & we have

M(l‘7f), if SL’GI&, f1($)7 if .’1?6]5,

(MO N)@Y) = N (@), if xeel, () o), if o€l
and we are done. The case y € ¢I° can be treated analogously to the one
when y € [, g Therefore, we infer that the function M @&k N is continuous and
strictly increasing with respect to the first variable.

To prove its continuity and strict increase with respect to the second vari-
able we proceed similarly; the only essential difference is now that for any fixed
T € Ig we have

M(;&y), if yEIg,
K (fi(®), 92(9), i y€el® y <w(),
(M @k N)(2,y) = £, it e Je, y=w(x),

92" (K (fi(2),02()), if = € Je, y > w().
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Consequently, the function M @k N is continuous and strictly increasing with
respect to each variable, and thus continuous.

Finally assume additionally that the means M, N and the function K are
symmetric. Then f; = fs, g1 = g2 and, according to Theorem 2.1, we see
that w is an involution. Put f := f; = f3 and g := g1 = g». Fix any point
(x,y) € I x I. If (z,y) € I¢ x It then so is (y, x), whence

(M @k N)(y,2) = M(y,x) = M(z,y) = (M ©k N) (2,y)

by the symmetry of M. If (x,y) € D7, then Theorem 2.1 implies that y < w(x),
whence © < w™!(y) = w(y) and, again by Theorem 2.1, we have (y,z) € Dy,
and thus

(M@K N)(y,2) = f3 ' (K (91(y). fo(2))) = F7H (K (9(y), f(2)))
= fTHE (f(2),9W))) = fi' (K (fi(2), 92()))
= (M &k N) (,y).

If (z,y) € D1a then y = w(z), and thus z = w(y) = w(y), (y,z) € Day and

In the remaining cases we proceed quite analogously. O

3. Open problems

In view of the negative answers to Problems 0.1 and 1.1, given in Section 1,
the following modified question (see [5]) seems to be of interest and should
be considered. Summing up, we still cannot answer the following modified
question (see [5]).

Problem 3.1. Let M be a continuous strict mean on an interval I. Is it true
that if M is not quasi-arithmetic, then every solution f: I — R of Eq. (0.1) is
constant?

Observe that the situation is very subtle. If Problem 3.1 has a negative
answer, that is Eq. (0.1) with a continuous strict and not quasi-arithmetic
mean M of I has a non-constant solution f: I — R, then:

(i) the mean M cannot be strictly increasing with respect to each variable;
this follows immediately from the Theorem GK;

(ii) the function f cannot be continuous; this is a direct consequence of the
following theorem of Zoltan Dardczy and Zsolt Pales, which is a particular
case of a result published in [6] in 2003 (see also [3]).

Theorem DP. Let M be a continuous strict mean on an interval I. Then every
continuous non-constant solution f: I — R of Eq. (0.1) is strictly increasing.
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Indeed, supposing f: I — R to be a continuous solution of Eq. (0.1) we
deduce that f is strictly increasing, whence

 (f@)+ 1)
M(z,y) = f ! (2 , x,y€el,
that is M is quasi-arithmetic with the generator f, a contradiction.

It seems that the notion of marginal joints is of interest and need further
research. The following open problems serve as examples of those questions
which could be studied at the very beginning. Fix an interval I and its interior
point &.

Problem 3.2. Given means M and N on the intervals I, and ¢I, respectively,

find the joining functions K for the pair (M, N) such that:

(i) the joint M @k N is homogeneous (or conditionally homogeneous) pro-
vided M and N are homogeneous (or conditionally homogeneous),

(ii) the joint M @®k N is translative (or conditionally translative) provided
M and N are translative (or conditionally translative),

(iii) the joint M @k N is continuous provided M and N are continuous.
(For the definitions of homogeneity and translativity of means see, for
instance, the monograph [1], whereas for conditional homogeneity and
conditional translativity consult [2].)

Problem 3.3. For which joints M @©x N on I do there exist non-constant
solutions f: I — R of the equation
f@) + W),

7 (M @k N) () = T2

Problem 3.4. Is it possible, to produce the K-joints if the joining function K
is defined only in a neighbourhood of the point (§,&)?
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