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ABSTRACT

Adenosine triphosphate (ATP) is an energy compound present in living organisms and is required by
living cells for performing operations such as replication, molecules transportation, chemical synthesis,
etc. ATP connects with living cells through specialized sites called ATP-sites. ATP-sites are present in
various proteins of a living cell. The life span of a cell can be controlled by controlling ATP compounds
and without the provision of energy to ATP compounds, cells cannot survive. Countless diseases
treatment (such as cancer, diabetes) can be possible once protein active sites are predicted. Considering
the need for an algorithm that predicts ATP-sites with higher accuracy and effectiveness, this research
work predicts protein ATP sites in a very novel way. Till now Position-specific scoring matrix (PSSM)
along with many physicochemical properties have been used as features with deep neural networks in
order to create a model that predicts the ATP-sites. To overcome this problem of complex computation,
this exertion proposes k-mer feature vectors with simple machine learning (ML) models to attain the
same or even better performance with less computation required. Using 2-mer as feature vectors, this
research work trained and tested five different models including KNN, ConvlD, XGBoost, SVM and
Random Forest. SVM gave the best performance on k-mer features. The accuracy of the created model
is 96%, MCC 90% and ROC-AUC is 99%, which are the same or even better in some aspects than the
state-of-the-art results. The state-of-the-art results have an accuracy of 97%, MCC 78% and ROC-AUC
is 92%. One of the benefits of the created model is that it is much simpler and more accurate.
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1. INTRODUCTION

Proteins perform a variety of functions within organisms, including catalytic metabolic re-
actions, DNA replication, response to stimuli, cell and organism structure, and transport of
molecules from one place to another. A particular amino acid pattern specifies a specific
binding site for specific ligands. Protein-ligand interactions are essential for a number of
biological processes such as transportation through membrane [1] contraction of muscle [2],
replication of DNA [3] and transcription of DNA [4]. Therefore, it is a guide for the precise
identification of protein-ligand binding residues [5], leading to marking of protein function
[6], and the development of new drugs for human diseases like cancer [7], diabetes [8], as
well as Alzheimer’s [9]. Among these binding sites, Adenosine-triphosphate (ATP) acting an
important role as it is the straight energy source for most of the biological activities for
mankind from bacteria to humans [10]. ATP intermingles with proteins through protein-
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ATP-binding remains and delivers chemical energy to the
protein by ATP hydrolysis. This energy helps proteins in
performing their specific functions. Adenosine-5-triphos-
phate (ATP) also provides an important role in cell motility,
DNA signaling and various metabolic processes. For
chemical energy-boosting, a protein can provide a variety of
biological functions. It is necessary to examine ATP residues
in proteins as ATP-related debris can be used as interesting
targets for chemotherapeutic agents. Therefore, the precise
localization of Adenosine-5-triphosphate (ATP) sites resi-
dues is crucial for the analysis of protein function and drug
modeling.

To determine the structure of a protein is relatively
difficult as compared to find the sequences of the protein.
Usha and Selvaraj [11] first identify adenine as well as
guanine in proteins using structural information. This was
the innovator work on molecular discrimination and
recognition. In Ref. [12], ATPint was designed. This was the
first ATP site predictor which was developed using se-
quences-based information. ATPint used PSSM [13] and 7
other sequential descriptors as features. ATPint used SVMs
as a classifier. The accuracy of ATPint was 0.66 and Mat-
thews correlation coefficient (MCC) was 0.33. In 2012, Yu
et al. [14] developed the Adaboost model to address the
imbalanced dataset problem. He achieved better perfor-
mance than ATPint and ATP site [15]. He called this
method TargetATP. Gao et al. [16] in 2019 attempted to
extract input features most effective from PSSM and trained
on support vector machine classifier in order to classify ATP
and non-ATP sites. The area under the curve (AUC) of the
classifying technique has a value of 0.899 which shows most
of the information regarding binding sites is concealed in
sequences. Arif et al. [17] in 2020 used the gradient boosting
technique. It also includes two layers, the first was the KNN
layer and the second was the threshold layer. It was thought
that the deeper model would perform better. Hu et al. [18] in
2018 proposed a method called ATPbind. This method used
a hybrid approach to predict ATP-sites in proteins. It means
it used sequentially as well as structural information.

DeepATP was built by Nguyen et al. [19] to predicted
ATP-binding residues. It used two-dimension convolutional
neural networks architecture. They addressed the issue of
the imbalance dataset and acquire a very high AUC of 0.991
on the independent dataset. Deeper Bind is developed by
Hassanzadeh and Wang [20] for DNA protein binding
prediction. They used CNN and RNN. Song et al. [21]
developed a technique for protein ATP-binding sites pre-
diction by using two convolutional neural networks archi-
tectures which comprised a residual-inception as well as a
multi-inception-based predictor. These two methods
contain sequence-based information. The final prediction
results from an ensemble learning method that takes input
from the two predictors. Dataset227 and dataset429 are used
in this study. In all methods either in Machine learning or
deep learning, different sets of the same features have been
used. One thing that is common in them is that all the
methods used a Position-specific scoring matrix as their
main features. It is a common perception that evolutionary
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features can predict better. If I summarize the literature
work, ATP prediction has been done with SVM, KNN, RF
and CNN with PSSM as features (Although other features
have been used but they have very little effect on perfor-
mance) and imbalanced problems handled by under-
sampling, oversampling and weighted cross entropy metric.
Often the experiment is performed to collect data and data is
obtained using sensors [22-24]. Once the data is obtained,
then machine learning (ML) algorithms are applied to
achieve prediction results [25].

This method provides a prediction method Instead of
PSSM and uses 2-mer vector as a feature. It is found that
the 2-mer feature [26] vector for our model is as follows:
1. A Cartesian product of two vectors having 20 universal
amino acids in each, results in a vector of dimension 400.
2. After finding all the unique sequences of length two in
the query, the algorithm searches them in a 2-mer feature
vector, found in step 1. Replace the sub-sequences in the 2-
mer feature vector which is present in the query vector
with numeric value 1 and replace the other subsequences
of the 2-mer feature vector which is not present in the
query with numeric value 0. This results in a feature vector
of our query sample and at this point, the accomplished
vector is normalization. This feature vector is simply
computed but has very high performance. Overall, five
different models included KNN, ConvlD [27], XGBoost,
SVM and Random Forest are trained and tested. SVM gave
the best performance on these features. Our model gave an
accuracy of 0.96, MCC 0.90 and ROC-AUC 0.99, which are
the same or even better in some aspects than the state of
the art results.

2. METHOD

2.1. Window size

A single amino acid is an example but the order and pres-
ence of other amino acids around it play an important role.
The number of neighboring amino acids considered as a
sample is called window size. For instance, if one takes seven
amino acids on each side of the sample amino acid then the
size of the query would be fifteen which is its window size. In
the literature review, it can be seen that the window size
affects results to some extent. Windows of sizes 15, 17, 19
and 21 are used. Among them, 21 works best.

2.2. Feature vector

A 2-mer vector is used as a feature in the proposed method.
To compute a 2-mer vector, the following steps have to be
followed. Find all the possible pairs of 20 universal amino
acids. In this way, there are 400 distinct pairs of amino acids.
A 2-mer vector is a 400 X 1-dimension vector with each
place representing a pair of amino acids. The existence of a
particular pair in a query is represented by 1 and absent by 0.
If the pair exists more than once, then it is also counted by
replacing 1 with the number of existences. This results in a
feature vector of our query sample.
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PSSM, which has been used as a feature vector, claims to
find the evolutionary information in a query sequence.
Evolutionary information can give useful features to predict
ligand sites [28]. As no evolutionary information is obtained,
therefore, computations are performed to achieve different
pairs of amino acids in the window. From the results, it is
hypothesized that to predict an amino acid as ATP or non-
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Fig. 1. 1-D Convolutional neural network
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ATP, the information regarding the presence and order of
different amino acid pairs around is useful.

2.3. Models

Five different machine learning algorithms such as Random
Forest, K-nearest neighbors (KNN) algorithm (K = 3),
XGBoost, Support Vector Machines (SVM), 1-D Convolu-
tional neural networks are used to test K-mer features in
ATP-site prediction.

The 1-D Convolutional neural network used has the
architecture illustrated in Figure 1.

3. EXPERIMENTS

3.1. Datasets

There are two latest benchmark datasets called ATP227 and
ATP429. The datasets contain many sequences. Each
sequence has a variable number of amino acids. Each amino
acid is one example and has a label corresponding to it. ATP
site prediction is a severe data imbalance problem. The ratio
between positive and negative examples in ATP-227 is 1:24
and 1:25 in ATP429. It means it is highly imbalanced. For
testing, 20% of the positive class and stochastically obtained
20% samples of the positive class are considered. For the
negative class, an approach based on the same number of
negative samples as positive samples were taken. Finally, a
balanced independent dataset for testing is formed (Fig. 2).

3.2. Position-specific scoring matrix (PSSM)

Following are the steps to compute the Position-specific
scoring matrix (PSSM) (Fig. 3).

1. Find multiple sequence alignment of input query with a
huge database. In NCBI Blast non-redundant databases
or Swissport databases are available.

2. Find the top N highly scored sequences from the MSA.

3. Calculate Position Specific Scoring Matrix from these
sequences, resulted from MSA.

Filter results

_—
E < threshold
Iterate l
Multiple
D S— sequence
alignment

Fig. 3. PSI Blast used to find PSSM
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4. Use this PSSM profile as a query this time and again
search in the database.
5. Repeat steps 2-4 for three times.

Evolutionary information can give useful features to
predict ligand sites [24]. This work does not find evolu-
tionary information through PSSM, rather it is preferred to
have computed information regarding different pairs of
amino acids in the window. Change in amino acids occurs
after a long time in history so it can be stated that to predict
an amino acid as ATP or non-ATP, the information
regarding the order and presence of different amino acid
pairs is useful. From the results, it is hypothesized that some
specific amino acid pairs surround an ATP site. 20 amino
acids make all proteins. So, there can be 20 X 20 = 400 pairs
of amino acids. The vectors of 400 amino acid pairs are
termed a 2-mer vector. To find the 2-mer of a query, all pairs
of amino acids of length two present in the window of a
query are found. Now place value 1 in the 2-mer vector if the
corresponding 2-mer pair exist in query otherwise 0. After
Normalization, this 2-mer vector is a feature vector for one
example (Fig. 4).

In this work, K-mer as input features for ATP-site pre-
diction and found wonderful results are used. K-mer has less
computation and time complexity than PSSM but gives
better results even with a simple machine learning algo-
rithm.

Even with k = 2, it is included that another less com-
plex feature such as 1-hot encoding. The result for sure
would be better. From the results, two-three benchmark
datasets ATP168, ATP227 and ATP429 are obtained.
ATP227 and ATP429 are preferable options. As it can be
stated, the number of negative examples is 23-25 times less
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Compare this with 2-mer vector and
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Fig. 4. Computing 2-mer of window size 11
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than the positive examples. Although methods do exist to
solve this problem, the model trained on a balanced dataset
always performs better than the model trained on an
imbalanced dataset. Even though it cannot make an exact
balance dataset but this research can produce a dataset that
has at least more positive examples than the described data
set has. Till now the problem is severely imbalanced. On
the other hand, there are a lot of options, opportunities,
ways, customs and manners to achieve a solution to this
problem. An important benefit is that a good and accurate
prediction can lead to the flourishing of the pharmaceutical
industry as a compound can be created globally. Moreover,
lives can be saved from the created drug compound
accordingly.

3.3. SWM

Five different ML algorithms are used to test K-mer fea-
tures in ATP site prediction as Random Forest, K-nearest
neighbors (KNN) algorithm (K = 3), XGBoost, Support
Vector Machines (SVM), 1-D Convolutional neural net-
works. Finally, SVM gave the best performance on these
features. Furthermore, PSSM is computed using PSI-blast,
Swissprot database, blosum90 metric, iteration = 3, e-value
= 0.001, word-size = 2 and threshold = 2. The obtained
accuracy of the created model is 96%, MCC 90% and ROC-
AUC is 99% which are the same or even better in some
aspects than the state-of-the-art results. The state-of-the-
art results have an accuracy of 0.97, MCC 0.78 and ROC-
AUC is 0.92. Our proposed method is simpler and more
accurate.

3.4. Performance evaluation

Accuracy, Mathew’s Correlation Coefficient (MCC), Speci-
ficity (S,) Sensitivity (S,) and F1 score matrix are used as a
tool to measure performance and predict the behavior of the
proposed model, Here, TP denotes true positive values, FP
denotes false positive values, TN denotes true negative
values and FN denotes false negatives values.

TN + TP
TP + FP + TN + FN

Accuracy =

(TP X TN) — (FP X FN)

MCC =
/(TP + FP)(TP + FN)(TN + FP)(IN + FN)

TP

S, =—
TP + FN

o _ N

P~ TN + FP

PR and ROC curves are used for the evaluation of
different models’ performance. It is a graph between the false
positive (FP) and true positive (TP) rates at numerous
thresholds. With a large number of negative samples, pre-
cision is probably better so the PR curve and F1 score are
considered. With a large number of Positive samples - the
ROC curve is probably better so an AUC score from the
curve is indicated.
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Table 1. Window size performance

Window size Fl-score ACC MCC ROC-AUC
W-S§ =13 0.97 0.97 0.94 1.00
W-S =15 0.98 0.98 0.96 1.00
W-S =17 0.99 0.99 0.97 1.00
W-§ =19 0.99 0.99 0.98 1.00
W-S =21 0.99 0.99 0.99 1.00

3.5. Results and discussion

The evaluation of this experiment is executed in Python
language. To find the best window size an experiment is
conducted keeping other parameters constant. The first
column shows window size value and the next columns
show F1-score, Accuracy, MCC value and ROC-AUC value
according to window size. Only one classifier is employed
which is Random Forest in order to see the window size
effect on the data. The window sizes of 13, 15, 17, 19 and 21
are used in the test and found that a 2-mer window size of
21 gives the best results on the dataset ATP227 using
Random Forest classifier (Table 1).

3.6. Effects of under-sampling

To cope with the problem of an imbalanced training
dataset, the first solution is under-sampling. In this case,
majority class samples are randomly thrown and are kept
equal to the samples of the minority class. In this way, a
balanced dataset of a lesser number of samples is pre-
pared. The problem with this case is that data is being
lost which is not a preferred thing in machine learning.
In this table, the first column shows five different ma-
chine learning algorithms (Random Forest, K-nearest
neighbors (KNN) algorithm (K = 3), XGBoost, Support
Vector Machines (SVM), 1-D Convolutional neural net-
works) to test K-mer features and next columns show
their performance values. These values show the effect of

under-sampling. Here, Random Forest gives better per-
formance (Table 2).

3.7. Effects of over-sampling

The second solution is oversampling. In this case, the mi-
nority class samples are replicated until the number of
samples becomes equal to the number of majority class
samples. The best thing about the strategy is that no data is
lost here. The minority class samples are replicated to a
number equal to majority class samples, so that both classes
would have the same number of samples. The result shows
over-sampling is performing better among the three strate-
gies. In this table, the first column shows five different
machine learning algorithms (Random Forest, K-nearest
neighbors (KNN) algorithm (K = 3), XGBoost, Support
Vector Machines (SVM), 1-D Convolutional neural net-
works) to test K-mer features and next columns show their
performance values. These values show the effect of over-
sampling. Among the five models ConvlD, KNN, Random
Forest and SVM work almost the same. But SVM is slightly
better than others (Table 3).

3.8. Effects of weighted loss function

The third solution is the weighted loss function. In this
case, the loss function is responsible for handling the
imbalanced dataset problem. During training, whenever an
example is misclassified, the loss function penalizes the
classifier more if the misclassified example is from a mi-
nority class and vice versa. The weightage of penalty is
specified during training and it is based on the ratio of
imbalance in the number of samples of the classes. In this
case, the number of positive samples is almost two thirds
lesser than the number of negative samples. The weightage
of the classes is accordingly. In this table, the first column
shows five different machine learning algorithms (Random
Forest, K-nearest neighbors (KNN) algorithm (K = 3),
XGBoost, Support Vector Machines (SVM), 1-D Con-
volutional neural networks) to test K-mer features and next

Table 2. Under-sampled performance

Model ACC F1 Prec. MCC Sen Spec PR-AUC ROC-AUC
Convld 0.76 0.77 0.75 0.53 0.80 0.73 0.80 0.82
KNN 0.72 0.75 0.68 0.45 0.82 0.62 0.80 0.78
XGBoost 0.67 0.65 0.68 0.33 0.63 0.70 0.72 0.71
Random Forest 0.79 0.79 0.79 0.79 0.80 0.79 0.88 0.86
SVM 0.76 0.76 0.77 0.53 0.76 0.77 0.84 0.83
Table 3. Over-sampled performance
Model ACC F1 Prec. MCC Sen Spec PR-AUC ROC-AUC
Convld 0.70 0.69 0.71 0.39 0.67 0.72 0.77 0.77
KNN 0.66 0.48 0.98 0.42 0.32 0.99 0.89 0.81
XGBoost 0.67 0.65 0.69 0.35 0.62 0.73 0.74 0.73
Random Forest 0.64 0.43 0.98 0.39 0.28 1.0 0.90 0.87
SVM 0.92 0.91 1.0 0.85 0.84 1.0 0.99 0.98
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Table 4. Weighted loss function performance

Model ACC F1 Prec. MCC Sen Spec PR-AUC ROC-AUC

Convld 0.70 0.69 0.71 0.39 0.67 0.72 0.77 0.77

KNN 0.66 0.48 0.98 0.42 0.32 0.99 0.89 0.81

XGBoost 0.67 0.65 0.69 0.35 0.62 0.73 0.74 0.73

Random Forest 0.64 0.43 0.98 0.39 0.28 1.0 0.90 0.87

SVM 0.92 0.91 1.0 0.85 0.84 1.0 0.99 0.98

columns show their performance values. These values show Table 5. Comparison among models

the ef'fect of a welghted‘loss function. Here Support Vec.tor Model ACC  Sen Spec. MCC ROC-AUC

machine works better in case of a weighted loss function

(Table 4). ATPint 0.648 0539 0651 0078  0.627
ATPsite 0961 0.361 0988 0.433 0.854
NsitePred 0967 0.444 0982 0.461 0.861

3.9. Comparison of three strategies and their best TargetATP 0798 0.539 0.651 0.078 0.627

results TargetATPsite 0965 0.433 0988 0.50 0.872
TSC-ATP 0962 0419 0985 0.46 0.860

In this section, an experimental comparison from the re-  ATPbind 0.974 0.630 0.990 0.677 0.915

sults is made which consists of the shortcomings in the =~ DeepATP 096 0256 0993 0.384

form of three strategies (under-sampling, weighted loss ~ Ensemble predictor 0976 0.552  0.991  0.606 0.922
Proposed predictor  0.941 0.88 1.0 0.89 0.98

function and over-sampling). The blue bar represents
under-sampling, the red bar represents weighted loss
function and the yellow bar represents oversampling. The
evaluation parameters are accuracy, Fl-score, precision,
MCC, sensitivity, specificity, PR-curve and ROC curve.
The first group of bars is for Accuracy, the second group
of bars is for Fl-score, the third group of bars is for
precision, the fourth group of bars is for MCC, the fifth
group of bars is for specificity, the sixth group of bars is
for PR-curve and the seventh group of bars is for ROC
curve. It can be seen that oversampling gives the best re-
sults. Among the models, SVM is the one whose perfor-
mance is best (Fig. 5).

3.10. Comparison among the previous model and the
proposed

The experimental results of the proposed method are
compared with other high-tech methods. Sensitivity, speci-
ficity, accuracy and MCC are being used in order to provide
a comparison of the results. The first column shows eight
previous state-of-the-art methods are chosen in order to

SVM-ATP227

@ UnderSampling [ weighted Loss Function OverSampling

100

25

Accuracy F1-score Precision MCC  Sensitivity Specificity PR-AUC ROC-AUC

Evaluation Parameters (%)

Fig. 5. Comparison of three different strategies
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compare with the proposed technique and the next columns
show their performance value. From the results reported in
Table 5, it can be seen that the proposed predictor accom-
plishes higher values in sensitivity, specificity and MCC
compared to the other eight methods. It outperforms all
other methods in terms of sensitivity and MCC. In the case
of specificity, the performance of our proposed method is
improved significantly as compared to all other eight
methods.

4. CONCLUSION

The main goal of this research work is to create an algorithm
that performs better in predicting the ATP-sites required for
creating medicines for different diseases. PSSM along with
some other physicochemical and structural properties of
sequences have been used in ATP prediction. Computing
PSSM is a computationally complex procedure especially if it
is totaled from a large number of sample sequences of
around 80,000 to 150,000. To find a PSSM of a sequence, it
has to be aligned with a very large database having millions
of sequences. From this, 2-mer feature vectors are found
which are just counting the number of amino acid pairs in
the sequence. This feature vector is simply computed but has
a very high performance even on simple machine learning
algorithms. Using the indicated approach, there is no longer
a need to use deep learning (DL) except in the case in which
the highest performance is required and there are enough
PSSM computing resources available.

As the conferred approach used a 2-mer feature vector,
therefore, this is the start of using some other feature vector
than PSSM which gives better performance in predicting
ATP site prediction. A model is created in this lab which
predicts with accuracy of 90-99% and uses fewer resources
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compared to other alternative approaches. Future work can
include creating a better algorithm to have higher efficiency.
Moreover, some other deep learning architecture can be
used to observe if the performance is enhanced. Further-
more, the value of k can be increased. For instance, the value
of k between 2 and 3 provides a feature vector of around
8,000. Although it increases complexity somehow it can be
possible that results would be much better as compared to
the results when k = 2. Even with k = 2, it can include
another less complex feature such as 1-hot encoding to see
if the results got better. Better ATP site prediction can
help in creating effective compounds and drugs that can
save lives.
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