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Chapter 1

Introduction

The Standard Model (SM) of particle physics had an extraordinary success
in predicting a wide array of new fundamental particles. This includes the
charm, bottom and top quarks, and leptons from the third family: the
tau lepton and its neutrino; all of which are fermions. The model, which
incorporated quantum chromodynamics (QCD), could explain the strong
interaction through the exchange of a gluon, which is the mediator of the
strong nuclear force. It also successfully predicted the existence of massive
W and Z bosons responsible for the weak interaction and the Higgs boson,
the particle that gives mass to other particles through the Higgs mechanism,
which was discovered in 2012 by both the ATLAS and the CMS experiments.
Despite all of its remarkable successes the model still cannot describe, among
many others, the matter-antimatter asymmetry, the nature of dark matter,
neutrino oscillations or give an explanation why the gravitational force is so
much weaker than the others. These point to the need of theories Beyond the
Standard Model (BSM) which can explain these issues. One of the widely
popular extensions of the Standard Model is Supersymmetry (SUSY) [1, 2,
3, 4, 5, 6], which introduces a new space-time symmetry, known as the R~
symmetry, that allows the existence of new particles, which are the so-called

“superpartners” of their SM counterparts. The ordinary quantum numbers



of the new particles are the same as those of their SM counterparts except
their spin which differ by a half-integer. However, the new R-symmetry
needs to be spontaneously broken allowing the superpartners to differ in
mass, otherwise the new particles must have been found already by now.
Supersymmetric could explain many shortcomings of the Standard Model,
for e.g./ why the observed Higgs boson is so light and give a new candidate
for dark matter in the form of the neutralino, which is often believed to be
the lightest superpartner (LSP). It could also provide a potential new way
to unify all fundamental forces at very high energy scales. These compelling
properties of Supersymmetry gave motivation to search for evidence of the

predicted new particles.

1.1 The CMS Experiment

The Compact Muon Solenoid (CMS) Experiment [7] is one of the four
major experiments of the Large Hadron Collider (LHC). The detector is
located about 100 meters underground between the Jura Mountains and
Lake Geneva, near Cessy, France. The prime motivation of the experi-
ment is to study proton-proton and heavy ion collisions at 13 TeV and
2.75 TeV per nucleon center-of-mass energy respectively. The main areas
of research includes the search for the Higgs boson, which was successfully
discovered in 2012 [8, 9], supersymmetry and the search for extra dimen-
sions. The experimental apparatus, which is illustrated on Figure 1.1, con-
sists of an all-silicon pixel and strip tracker, a homogeneous lead-tungstate
scintillator-crystals-based electromagnetic calorimeter (ECAL) surrounded
by a brass/scintillator sampling hadron calorimeter (HCAL), a supercon-

ducting solenoid producing 3.8 T magnetic field, and a four station muon



detector system integrated with the iron return yoke of the magnet. The
LHC beams, which were colliding in the center of the CMS detector, con-
tained up to 2208 bunches each. The time spacing between bunch crossings
were as low as 25ns. The detector is an excellent experimental tool which is
used to test our understanding of the fundamental nature of our universe.
As part of my PhD studies I began working in the CMS Experiment in 2010.
The first part of my studies involved the calibration, operation and offline

software reconstruction of the pixel detector. These studies will be discussed

in Chapter 2.

Figure 1.1: Schematic view of the CMS detector. Picture was taken from [30]
with subdetector markers added by hand.

1.2 Supersymmetry Searches in the LHC

The second part of my studies involved the search for new particles predicted

by the supersymmetric extension of the Standard Model. Up until now no
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evidence of new particles beyond the Standard Model were found in the
LHC. In their most cited papers, the two largest LHC experiments, CMS
and ATLAS, both gave exclusions of supersymmetric particle masses beyond
the TeV scale [10, 18, 19, 20, 21, 22|[23, 24, 25, 26]. These searches typically
looked for large jet multiplicity, b-tagged jets and significant amount of
missing transverse energy. Based on the signature, the analyses usually
selected or vetoed leptons, and used additional discriminators like Hp, which
is the scalar sum of jet transverse momenta, or other more complicated ones
e.g. ap [19] or Mpy [22].

Most of these LHC searches use so-called simplified models [27, 28, 29]
which consider only a few particles to be light. These models are described
by effective Lagrangians with a small number of free parameters. These are
usually the masses of particles, branching fractions and production cross-
sections. This framework can be used to construct analyses that are sensitive
to a wide range or more specific SUSY signatures.

In 2012 T participated in one of the Run 1 SUSY searches [10]. In this
study I contributed to the determination of systematic uncertainties related
to the single lepton identification, reconstruction and so-called “trigger” effi-
ciencies. Triggers are fast response logical units which decide if a particular
collision event will be recorded. They are used in order to thin down the
otherwise huge data output of the LHC to include only the events which are
interesting to the analyzers. Run 1 data allowed us to exclude the existence
of gluinos above 1.1 TeV in some scenarios. In Run 2, the almost doubled
collision energy and the increased luminosity motivated me to pursue the
search further with a more specialized approach. The models of our interest
were the ones where a pair of heavy gluinos or stops are produced each of

which decay to various standard model particles and the weakly interacting
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LSP. The latter are undetected and cause a large fraction of the momen-
tum to be missing. More details about the models are given in Section 3.1.
In these simplified models, the parameters of interest reduce down to the
masses of the mother particles (gluinos or stops) and the neutralino. The
branching fraction of the main particle decay is usually assumed to be 100%,
although one can examine any lower branching fractions to set exclusion lim-
its. In Chapter 3, I describe the main part of my PhD studies which was
to conduct a search targeting specific SUSY models with a top quark in the
final state.

Above the TeV scale, the top has a large chance to be boosted due
to the decay of their heavy supersymmetric mothers. In our search, we
chose to increase the sensitivity to such signals by incorporating boosted
object tagging techniques. In order to further increase the sensitivity of
this search we combined our results with a similar but more inclusive Razor
analysis which vetoed our boosted object selection. All the work described
in Chapter 2 and 3 are my own, except for the final combination results (the
exclusion limits) which includes the work of another analysis group within
CMS. Additionally, citations are given to all the methods and calculations

that were derived by others, usually within our collaboration.

1.3 Razor variables

The razor variables [11, 12, 13], Mz and R?, have proven to be very sensi-
tive discriminators in many analyses for signals with pair produced heavy
objects which decay to hadrons and invisible particles. They estimate the
mass scale of the of the new particles as a peak. Some information is lost

due to the undetected particles, therefore the calculation of the variables



deal with a few key assumptions. Since the unknown mother particles are
expected to be very heavy, it is assumed that the center-of-mass frame in
which they are produced is approximately equivalent with their rest frames.
The second assumption is that the transverse boost required to transform
the four-momenta of the final state particles from the lab frame is negligi-
ble. With these approximations, the rough approximation-frame (R-frame)
is found in which the magnitudes of the momenta of the visible decay prod-
ucts of the heavy SUSY particle pair are equal. The longitudinal boost
invariant R-frame mass, Mg, is defined in Section 3.4.4, is proven to be a

2 2
MZ—M
C;WG X where Mg and M, denote the mass of a

good estimator of M =
hypothetical heavy mother particle and its weakly interacting (undetected)
decay product. Standard Model background processes typically produce
a nearly exponentially falling distribution, peaked near zero, while signals
produce a peak typically at higher values for large mass differences between
Mg and M,,. However, alone My would lose its discriminating power for
small mass differences, therefore another estimator, M¥ is derived which
estimates the same mass scale but using the information available in the
transverse direction (in the plane perpendicular to the beam). This includes
the measured momentum imbalance that can arise due to the presence of
the undetected invisible particles which carry away a fraction of the momen-

M

tum. The dimensionless ratio (R = /) between these two estimators is the

R
R
other razor variable, which peaks typically around 0.5 for signals and falls
rapidly from a peak at zero for standard model backgrounds. The events
in the signal region of this analysis are split into bins of Mgz and R*. The
advantage of this choice is that the discriminating power of the My variable

increases as we test higher and higher gluino masses so it is easier to find a

possible signal despite the much lower cross section.



1.4 Boosted object tagging

The masses of gluinos and stops are excluded to higher values each year
since 2010 which means that a possible SUSY signature, if exists, will more
likely contain boosted objects. An abundance of research papers were pub-
lished in recent years targeting to provide tools to identify these objects.
This analysis mainly focused on the hadronic decay of boosted tops and W's
both of which could be tagged in wide cone jets [17]. One of the difficulties
with such approach was the presence of so-called “pile-up” events which did
not originate from the main collision event but from other inelastic proton-
proton collisions in the same bunch crossing. These pile-up events produced
particles that overlapped with the jet of the main collision event, therefore
one needed to identify and remove such particles if possible. One of such ear-
lier procedures looked for tracks originating from other primary vertices, but
such methods could only remove charged hadrons from the jet. Instead, the
Pile-Up Per Particle Identification (PUPPI) [16] algorithm was used which
was developed to give a weight to the four-momentum for all jet constituents,
including neutral hadrons, based on the likelihood that they originate from
pile-up events. The reweighted jet constituents yielded a boosted object
mass that was more stable with respect to the number of reconstructed
vertices than the one obtained with the charged hadron subtraction (CHS)
technique. The tagging of the jets was done with substructure techniques.
One of them was the so-called soft drop declustering algorithm [14] (Soft-
Drop) which was used to remove soft wide-angle radiation from the jet in
order to reduce contamination from initial state radiation or other particles
which did not originate from the primary hard scattering. The mass of the

remaining groomed jet was used as a powerful discriminator against light



quark and gluon jets emerging from QCD processes. The final substructure
technique we used for top/W tagging was N-subjettiness [15] which gave
information about the number of subjets resulting from the decay of the
mother particle. In our case, the hadronically decaying boosted W's formed
two subjets, while the boosted tops had a third additional subjet originating
from the b-quark (the subjet is referred to as b-tagged). The b-tagging of the
(sub-)jets, for which the pixel detector played a crucial role, is explained in

Section 3.4.4.



Chapter 2

The pixel detector of CMS

The pixel detector is the innermost part of the CMS tracking system which
plays a crucial role in the detection of charge particle tracks originating from
the interaction point. The detector, which was commissioned in 2008 and
was in operation until 2016, had three barrel layers and two endcap disks
on both sides. The detector went through the Phase-1 Upgrade and con-
tinued its operation in 2017. The upgrade detector had four barrel layers
and three endcap disks. Figure 2.1 shows the comparison of both detec-
tors. The number of pixels was originally 66 million then almost doubled
to 124 million. The pixels have a size of 100 um x 150 pm. This subdetec-
tor provides high resolution position measurements for leptons and charged
hadrons with excellent efficiency. Each charged particle traversing through
the pixel sensors deposits charges on multiple pixels. If the charges reach a
certain minimum threshold, which is used to remove noise, the charge values
are read out from each pixel. The analogue readings are converted to digital
optical signals in order to avoid the interference of the magnetic field. These
signals are then processed further away from the detector where the digital
signals are decoded. During reconstruction single or multiple adjacent pixels
are combined into clusters from which the expected particle positions, called

hits, are determined. These, together with hits in the silicon strip detector
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system, are used to reconstruct the tracks and the interaction points (ver-
tices). The high precision of these measurements allows the reconstruction
of additional displaced vertices that are used for the tagging of jets originat-
ing from bottom quark decay. Due to these important roles in physics, the
careful operation and maintenance of this detector was very important for

the success of the experiment.

Figure 2.1: Schematic view of the pixel detector until 2016 (left) and the
Phase-1 Upgrade detector (right). Plot is taken from [30].

2.1 Hit efficiency measurement

One of the important detector performance indicators is the hit finding ef-
ficiency. It was important to periodically monitor this quantity, which indi-
cated the quality of detector calibrations, which include among others the
time alignment, high voltage bias setting and threshold calibration. It also
gives feedback about possible inefficiencies or failures of detector compo-

nents.

10



2.1.1 Definition

For the measurement of the hit efficiency, we rely on the tracking algorithm,
which uses a combination of pixel hits, so-called “seeds”, to establish a start-
ing point for a track to which additional compatible hits in the silicon tracker
can be attached. In the main algorithms, helical trajectories are fitted to
pixel doublets or triplets (or triplets and quadruplets in case of the Phase-1
Upgrade detector which has an additional layer/disk). The algorithm uses
this trajectory as a starting point and goes through all detector layers, start-
ing from the innermost one, that are crossed in its path to determine if a
compatible cluster is found within a certain distance. If such a hit is found
it is known as a “valid” hit, otherwise the hit is “missing”. The algorithm
allows only one hit to be missing and terminates if a 2nd one is found. The
definition of hit efficiency on a measured module is the probability to find
a valid hit by the tracking algorithm or otherwise there is a cluster within
500 pm distance from the expected particle positions determined by the
crossing trajectory within the sensor plane [31]. This search window was
increased to Imm for the Phase-1 Upgrade detector. For the measurement
we selected tracks coming from the primary vertex with p; > 1.0 GeV and
at least 11 hits in the strip detector system. We also required these tracks to
be isolated, requiring no other hits within a distance of 5 mm on the same
module. Additionally, it was required that the two closest layers or disks
to the one being measured had valid hits on them, i.e. the track position
was confirmed already by existing clusters. Figure 2.2 illustrate the cross-
sectional view of the Phase-1 Upgrade detector. We required the tracks to
satisfy the following very tight region-dependent impact parameter (distance

to the primary vertex) cuts:
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e Layer 1: |dy| < 0.1 mm, |d,| < 1.0 mm;

e Layer 2-3(4): |dy| < 0.2 mm, |d,| < 1.0 mm;

e Endcap: |dy| < 0.5 mm, |d,| < 5.0 mm;

where d, and d; is the track-to-vertex distance along the beam and in

the plane orthogonal to the beam, respectively.

n=0 n=0.5

Figure 2.2: The schematic view of the Phase-1 Upgrade pixel detector in
the plane defined by the beam axis and the radial direction. The straight
lines illustrate the pseudorapidity coverage of tracks for the barrel layers and
endcap disks. The plot is taken from [32].

This selection greatly reduced the number of tracks from secondary in-
teractions and improved their purity by eliminating a large fraction of the
fake ones. The probability to find a hit in regions where modules overlap
within the same layer or disk is larger than elsewhere. In order to eliminate
this upward bias, these regions were excluded from the measurement. Ad-
ditionally, a fiducial region was defined for each module excluding module
and readout chip edges to allow for residual misalignment. Permanently or
intermittently bad modules were also excluded. The latter includes those for

which errors were signaled by the front-end driver, and Single Event Upsets
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(SEUs). An SEU occurs when an ionizing particle traversing through the
detector changes the state of a control register causing a temporary failure
of the affected detector part [33]. The systematic uncertainty of the mea-
surement is estimated to be 0.2—0.3 %. Figure 2.3 shows the measured hit

efficiency in 2011.

CMS \s =7 TeV

Efficiency

0.99

0.988

0.986

0.984

0.982

LN LR LR DAL BLALELN I ILRLLN I

SN S N S N S R
) Layer1 Layer2 Layer3 Disk-2 Disk-1 Disk+1 Disk +2

Figure 2.3: The average hit efficiency of the pixel detector barrel layers and
endcap disks in 2011.
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2.2 Detector calibrations

The continuous irradiation of the detector causes a change in the cluster
properties. It requires constant monitoring and calibration efforts in order
to mitigate possible efficiency and resolution losses. Figure 2.4 shows the
change of the cluster size and charge as a function of the total integrated
luminosity between 2011 and 2016. The plot provides feedback to the oper-
ation team, who used it to determine when a pixel threshold adjustment is
needed, and the offline reconstruction group who uses it to schedule correc-
tions to the parameters of the analogue-to-digital pixel charge conversion,
which is called gain calibration. The plot also indicates that the radiation
effect cannot be mitigated indefinitely. At least the innermost layer (layer
one) needs periodic replacements. One such occasion was the Phase-1 Up-

grade of the detector in 2017 which replaced the entire detector.

2.2.1 Time alignment

In the beginning of the data taking period of each year, the time alignment
of the detector was checked by performing so-called delay scans in which the
common global delay of the detector is tuned w.r.t the phase of the LHC
bunch-crossing clock [33]. A working point was established by choosing a
setting at which the hit efficiency reaches a point on the plateau and the
cluster size is nearly at the maximum point. Figure 2.5 shows the results
of the 2011 timing scan in LHC Run 1 and Figure 2.6 the results of the
first scan in 2015 in the beginning of LHC Run 2. Every year this common
setting and also the internal time alignment of each readout group, which
are the lowest fraction of the detector in which the timing can be adjusted,

was validated, and if needed, synchronized. The latter synchronization only
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Figure 2.4: The average on-track cluster size (left) and the most probable
value of the normalized cluster charge (right) vs. total integrated luminosity
between 2011 and 2016. Some broken modules were replaced during the Long
Shutdown 1 between 2013 and 2014, these plots only shows those which were
not. Threshold and gain calibrations cause discontinuities in the cluster size
and charge respectively.

needed to be done once for each LHC run. The spread of the most optimal
timing settings within a readout group was also measured to be around 2-
3 ns. This could not be tuned further by the design of the detector. In
all cases a safe common setting was chosen that would be near the end of
the hit efficiency plateau, usually around 2ns delay below the setting which
provided maximum cluster size. This setting was seen to be appropriate
throughout the entire run period.

The time alignment of the detector in 2017 was much more challenging.
It was discovered too late that the PROCG600 chip [35] which was used in
the innermost barrel layer had a constant timing offset compared to what
the chips used in the same readout group in layer two. The difference was
approximately 12 ns which is nearly half of the time between each bunch-

crossings. In order to cope with this constraint a setting was carefully chosen
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which is nearly fully efficient for both layer one and two. The decision was
to use a setting which provides the maximum cluster size and consequently
the best possible position resolution for layer one, which is the most im-
portant layer for physics, while allowing a slightly less optimal setting for
layer two. The latter layer was further optimized with various other calibra-
tions and voltage setting. The results of the last timing setting is shown in

Figure 2.7 [36].
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Figure 2.5: The average on-track cluster size (black) and the hit efficiency
(red) vs. various time delay settings for the barrel (left plot) and the endcap
(right plot) in 2011. The chosen operation point was at 13 ns which provided
maximum hit efficiency and nearly maximum cluster size.

2.2.2 High voltage bias scans

Another important scan which is performed throughout the lifetime of each
pixel detector is the high voltage bias scan [37, 38, 39, 40, 41]. The voltage
setting of the detector is chosen such that the hit efficiency is at maximum
and the cluster size is adjusted to provide the best overall hit position res-

olution for the period in which the setting is used. The bias voltage cannot
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Figure 2.7: The hit efficiency vs. various time delay settings for the barrel
(left plot) and the endcap (right plot) in 2017. The chosen operation point
was at 6 ns which provided a nearly maximum efficiency working point for
all layers and disks.
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be too high, because it would reduce the Lorentz drift of the charge carriers
inside the sensor due to the increased electric field. This would cause the
cluster size in the direction perpendicular to both the magnetic field and
the electric field to shrink and would consequently reduce the precision in
which the hit position can be determined during the reconstruction. For
this reason, periodic scans were taken to measure both the hit efficiency and
cluster properties like size and charge for various bias settings. The results
of the Run 1 scans for the innermost, highest irradiated layer is shown in

Figure 2.8. Similar results for the endcap disk 1 is shown in Figure 2.8.

Due to the continuous drift of the average cluster charge (as seen on
Figure 2.4) and the non-flat plateau observed on the charge vs bias voltage
curves (right plot on Figure 2.8), the charge collection efficiency was not
well defined. Instead of that, we used the hit efficiency to monitor the
evolution of the radiation damage of the detector. The hit efficiency curves
on Figure 2.8 (left plot) were fitted with sigmoid functions. The voltage at
which the efficiency is 1% below the maximum was extracted and is shown
in Figure 2.10. All layers were seen to be type-inverted [43] within around
the first 20 fb~' in Run 1, which means that the effective doping of the
initially n-type sensor changed to p-type. In other words, the electric field
flipped sign due to the irradiation induced positive charge holes. This is
visible from the initially decreasing trend in the voltage corresponding to
the beginning of the efficiency plateau in Figure 2.10. In order to mitigate
the effects of charge trapping, the high voltage bias applied on layer one was
increased from 150V to 200V for Run 2, the rest of the layers remained at
150V and the endcap at 300V until the replacement of the detector. Some
of the endcap modules had worse voltage vs. current characteristics in the

initial module grading process. Due to this a larger operational voltage was
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chosen from the start which proved to mitigate inefficiencies arising on the

module edge pixels without compromising much the hit position resolution.
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Figure 2.8: The hit efficiency (left) and the most probable value of the nor-
malized on-track cluster charge (right) vs. various high voltage bias settings
for the innermost layer in LHC Run 1. The chosen operation point in Run
1 was 150V for the barrel.

2.3 Results with the pixel detector in LHC
Run 1 and 2

While the efficiency of the pixel detector remained very high at low detector
occupancies, a large inefficiency was observed at high luminosities [33, 37,
38, 39, 40, 41, 42]. Figure 2.11 shows the efficiency in LHC Runl. The
source of the inefficiency is due to the limited size of the buffers for each
double column in the readout chips. At high luminosities, the chance to
fill the same buffer within a short period of time increases, and this causes

data losses. At low pseudorapidities, where the charged particles cross the
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Figure 2.9: The hit efficiency (left) and the most probable value of the nor-
malized on-track cluster charge (right) vs. various high voltage bias settings
for the first endcap disk in LHC Run 1. The chosen operation point in Run
1 was 300V for the forward disks.

sensor in large angles, the cluster size is usually small and the chance to lose
the entire cluster due to data loss in a double column is larger. At shal-
low angles, the clusters are larger; although, the probability to lose them is
small, truncation or cluster splitting may greatly reduce the hit resolution
and increase the position bias. For this reason, the buffers of the phase 1
upgrade detector was increased, and the readout mechanism improved in
order to mitigate these effects [44]. During the first long shutdown (LS1) of
the LHC, we developed a simulation of the double column inefficiencies [45]
in order to improve the agreement between the MC simulation and the colli-
sion data. Such improvement of the simulation leads to a better description
of the tracking efficiency and the hit resolution, and therefore also a better
agreement of flavor tagging efficiency and fake rate between data and sim-
ulation in the physics analyses. In the second LHC run, starting in 2015,

several changes contributed to the increase of the particle fluence: the center-
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Figure 2.10: The bias voltage at which the inefficiency is 1% vs. the total
integrated luminosity for all pixel detector layers and disks.
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of-mass energy increased from 8 TeV to 13 TeV which increased the average
number of charge particles emitted in each inelastic proton-proton collision.
The average number of simultaneous collisions, known as pile-up, also in-
creased, but the major change came from the operation mode change of the
LHC. The time spacing between each colliding bunches decreased from 50ns
to 25ns in 2015 allowing a larger number of colliding bunches to be filled
in the LHC ring. Figure 2.12 shows the efficiency in 2015 for different fill-
ing schemes [46, 47]. These factors all contributed to the increase of data
loss in the detector. The maximum instantaneous luminosity in 2016, which
roughly doubled compared to 2012, reached values above 1.4 x 103 ¢m 257,
This was well above the value the detector was designed to operate in. The
inefficiency at high instantaneous luminosities (see Figure 2.13) reached 6%
on layer one [48, 49, 50|, which signaled the need to replace the detector
within the phase 1 upgrade project. These measurements served as an in-
put to readjust the inefficiency parameters of the simulation each year, and
provided useful information for the finalization of the layer one readout chip

design for the Phase-1 Upgrade detector [44, 51].

2.4 Results with the phase 1 upgrade pixel
detector in LHC Run 2

The upgrade of the pixel detector was successfully completed in the extended
year end technical stop between 2016 and 2017. The improved design al-
lowed the detector to collect data with high efficiency even at particle rates
surpassing the previous years. Figure 2.14 shows the measured efficiency

with the new detector confirming the improvement [36].
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Chapter 3

Supersymmetry search with
the Razor variables in boosted

final states

3.1 The Signal

The simplified SUSY models of our interest had gluino or top squark (or
simply stops denoted by #;) pairs decaying to top quarks. Th event selection
required that the tops decay hadronically and at least one of them was
boosted enough that either the W or also the b-quark was within a single

wide cone jet. The models also contained the lightest neutralinos, denoted

by X3

In the T1tttt models, the gluinos decay directly to t£x). In the T5ttce
model each gluino decay to a tf; where the top squark subsequently decays
to a cfg(f. The direct production of top squarks (T2tt) were also considered,

where each stop decays a t¥}. These models are shown in Figure 3.1.
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Figure 3.1: The models considered in this analysis: (left) T1tttt: pair-
produced gluinos, each decaying to a ¢t and the LSP; (middle) Thttce: pair-
produced gluinos, each decaying to top and a low mass stop the latter which
decays to a charm quark and the LSP; (right) T2tt pair-produced top squarks
each decaying to a top and the LSP.

3.2 Search strategy

The gluinos of interest had a large mass, typically in the range of 1.0 TeV
to 2.0 TeV while the top squarks had a mass around half of that. The top
quarks leaving the gluino decay had a large probability to gain a Lorentz
boost. This is shown in Figure 3.2, in which the generator level W and top
pr distributions are compared for the standard model ¢t and signals with
varying gluino mass in a loose preselection region.

The decay products of boosted objects are typically merged within a
single cone with a distance parameter of AR ~ 2m/py, where m is the mass
of the originally decaying particle. This analysis used wide cone jets with

= 0.8. Using this formula, the hadronically decaying W and tops are
very likely merged within this cone size if their p, is larger than 200 GeV
and 430 GeV, respectively. This search is looking for an excess of events on
top of the standard model background predictions in bins of Mz and R? in
fully hadronic final states. The data driven background estimation is done
by defining and counting events in control regions sufficiently enriched by
the most significant irreducible background processes, and using MC signal-

to-control region transfer factors to derive predictions in the signal region.
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Figure 3.2: The p; distribution of generator Ws (left) and tops (right) for
several gluino mass points of the T5ttcc model and Standard Model ¢¢ events.

Events were skimmed with a loose requirement of an AKS jet with p; > 200
GeV and R* > 0.04.

Additionally, the signal depleted control regions serve as a tool to validate
the modelling of each major background. Finally, so-called “closure tests”
are done to check the validity of the method in two separate validation

regions which are similar to the signal region.

The analysis [105] presented in this thesis is looking for at least one
highly boosted hadronically decaying W boson and b quark jet in one of the
search regions or a boosted top in the other. The boosted object tagging
techniques were introduced in Section 1.4. In order to discriminate signal
events from background the events were counted in bins of the razor variables
explained in Section 1.3. The steps of the analysis is described in detail
in this chapter. First, the datasets and simulation samples are specified
in Section 3.3, the object selection in Section 3.4 and the event selection
in Section 3.5 which includes the trigger choice, the baseline and signal

region definitions. The background estimation methods and the estimation
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of systematic uncertainties are described in Section 3.6 and 3.7. Finally, the

results and its interpretation is given in Section 3.8.

3.3 Datasets and Simulation Samples

The data for this analysis consist of 35.867 fb™" data collected by the CMS
detector in 2016 at a center-of-mass energy of 13 TeV. The data was recorded
with so-called triggers which are systems which decide in a very short time
during collisions if a specific event that took place at the LHC is worthy for
recording for physics studies. The main trigger used for this study, specified
in Section 3.5.2, was selecting events either with a Hp requirement, which is
the scalar sum of all jet transverse momenta in the event, or wide cone jets
which pass a certain pp threshold. Additionally, for trigger efficiency mea-
surements, single lepton (electron or muon), single photon or MET (missing
transverse energy) triggers were used.

We also used Monte Carlo simulation samples for the Standard Model
background and the SUSY signal processes which were generated centrally
by the CMS collaboration. From here on it is referred to them as MC.
The QCD multi-jet sample (or in short “QCD”), which includes the pro-
duction of multiple jets originating from the five lightest quarks and gluons,
as well as the W/Z/Drell-Yan/vy+jets and the SUSY signals were gener-
ated in Leading Order (LO) accuracy with MADGRAPH V5 [53] and inter-
faced with PyTHIA 8.212 [54] for showering, fragmentation and hadroniza-
tion. The matrix elements were matched to the parton showers using the
MLM prescription [55, 56]. Additional Next-to-Leading Order (NLO) sam-
ples were generated with MADGRAPH5_ aMCQ@QNLO v2.2.2 [57], includ-
ing W (lv)+jets, s-channel single top, tt + W/Z/~/tt, the triboson (WWW,
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WWZ, WZZ and 7Z77) and some of the diboson samples (WZ, ZZ(2q2v)
and ZZ(2q2l)). The bracket behind a mother particle denotes its considered
decay channel, and [ means charged leptons. The matching between matrix
elements and parton shower simulations were done with the FxFx merg-
ing algorithm [58]. The remaining samples were generated with POWHEG
Box v2 [61, 62, 63] in case of the ¢t [64], the ¢t and Wt channel single
top [65, 66] and the other part of diboson samples [67, 68] (WW, ZZ(2(2v)
and ZZ(4l)). Similar to the LO MCs, the NLO ones were interfaced with
PyTHIA 8.212 [54] too. MADSPIN [59, 60] was used for the aMC@QNLO
diboson, single top ¢ channel, t{WW and ¢ty samples.

The CUETP8M1 [69] event generator tune was used for the majority
of simulation samples except for the tt, single top s channel and the titt
backgrounds for which the CUETP8M2T4 [70] tune was used, which was
specifically derived for ¢¢ events. The NNPDF3.0 [71] parton distribution
functions, which have NLO accuracy, were used for all samples. The “full
simulation” (FullSim) of the detector response to the generated particles
was based on GEANT 4 [72] for the background. And the CMS Fast Sim-
ulation [73] (FastSim) package was used for the signal MCs, which allowed
to generate a large sample for a wide range of SUSY mass parameters. Cor-
rections were derived to correct for the differences between the two types of
simulation.

Whenever available, higher order theoretical cross section calculations
were used in order to normalize the simulations. Table 3.1 and 3.2 show
the used values and accuracies. For top related backgrounds the recom-
mendations of the LHC Top Physics Working Group were used. The cross
section for the ¢t processes were calculated with the Top++2.0 program [77]

in NNLO accuracy including the resummation of next-to-next-to-leading-
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logarithmic soft-gluon terms. For the single top ¢ and s channels the calcula-
tion was done in next-to-leading order (NLO) in perturbative QCD using the
HATHOR program [74, 75], and approximately in next-to-next-to-leading
order (NNLO) for the Wt channel [76].

The Z + jets and Drell-Yan (v"/Z+jets) process samples are rescaled to
NNLO accuracy using the calculation with the FEWZ 3.1 [78] simulation

code.

3.4 Event reconstruction and object defini-

tions

The CMS detector was introduced in Section 1.1. Events are reconstructed
with the particle-flow (PF) algorithm [80] which takes into account all the
information available from the detector to classify and identify physics ob-
jects. The PF candidates are categorized as electrons, muons, photons or
charged /neutral hadrons from which higher-level objects e.g./ jets and isola~
tion quantities are derived. These loosely defined objects then has to satisfy
further identification and isolation criteria for the use in an analysis. This

section provides information about these definitions.

3.4.1 Primary vertex

The primary vertices are reconstructed from charged particle tracks as de-
scribed in [31]. Each event must contain one such vertex, which needs to
have more than four degrees of freedom and located at the center of the pixel
detector: |z| < 24 c¢m, |p| < 2 cm, where z is the direction along the beam

and p is the distance in the plane transverse to the beam. In both cases
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Table 3.1: Part 1 of the cross sections and their accuracies for various back-
ground processes. If there is no additional bracket denoting a considered de-
cay channel then all possible decays are simulated. Additional phase space
cuts on generator related quantities are given wherever relevant.

Sample o (pb) Accuracy
tt 831.76 NNLO
s-channel t/t 10.32 NNLO
t-channel ¢ 136.02 NNLO
t-channel ¢ 80.95 NNLO
Wt-channel ¢/t (no fully hadronic decays) | 35.85 x (BR=1— 0.6762) NNLO
QCD, Hy C [50,100] GeV 248600000.0 LO
QCD, Hy C [100,200] GeV 27990000.0 LO
QCD, Hy C [200,300] GeV 1712000.0 LO
QCD, Hy C [300,500] GeV 347700.0 LO
QCD, Hy C [500,700] GeV 32100.0 LO
QCD, Hy C [700,1000] GeV 6831.0 LO
QCD, Hyp C [1000, 1500] GeV 1207.0 LO
QCD, Hy C [1500,2000] GeV 119.9 LO
QCD, Hy > 2000 GeV 25.24 LO
~*/Z(qq)+jets, Hp > 180 GeV 1187.0 LO
Z(qq)+jets, Hp > 600 GeV 5.67 LO
W (qq)+jets, Hy > 180 GeV 2788.0 LO
W(qq)W (qq) 51.723 NLO
Z(qq)Z(qq) 6.842 NLO
W (Iv)+jets, py < 50 GeV 57280.0 NLO
W (lv)+jets, py C [50,100] GeV 3258.0 NLO
W (Iv)+jets, py C [100,250] GeV 676.3 NLO
W (Iv) +jets, p¥" C [250,400] GeV 23.94 NLO
W (lv)+jets, pr C [400, 600] GeV 3.031 NLO
W (Iv)+jets, py > 600 GeV 0.4524 NLO
Z(vv)+jets, Hp C [100,200] GeV 280.35 x (k = 1.23) NNLO
Z(vv)+jets, Hy C [200,400] GeV 77.67 x (k = 1.23) NNLO
Z(vv)+iets, Hy C [400,600] GeV 10.73 x (k = 1.23) NNLO
Z(vv)+jets, Hy C [600,800] GeV 2.559 x (k = 1.23) NNLO
Z(vv)+iets, Hy C [800,1200] GeV 1.1796 x (k = 1.23) NNLO
Z(vv)+iets, Hy C [1200,2500] GeV 0.28833 x (k = 1.23) NNLO
Z(vv)+iets, Hy > 2500 GeV 0.006945 x (k = 1.23) NNLO
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Table 3.2: Part 2 of the cross sections and their accuracies for various back-
ground processes. If there is no additional bracket denoting a considered de-
cay channel then all possible decays are simulated. Additional phase space
cuts on generator related quantities are given wherever relevant.

Sample o (pb) Level
7"/ Z(U)+iets, my, C [5,50] GeV, Hyp C [100,200] GeV | 224.2 x (k = 1.23) NNLO
~"/Z(l)+jets, my;, C [5,50] GeV, Hp C [200,400] GeV | 37.19 x (k = 1.23) NNLO
~* ) Z(U)+jets, my, C [5,50] GeV, Hyp C [400,600] GeV | 3.581 x (k = 1.23) NNLO
7 * ) Z(U)+jets, my, C [5,50] GeV, Hyp > 600 GeV 1.124 x (k = 1.23) NNLO
7*/Z(U)+ets, my, > 50 GeV, Hp C [200,400] GeV 40.99 x (k = 1.23) NNLO
N Z(I) +iets, my, > 50 GeV, Hy C [400, 600] GeV 5.678 x (k = 1.23) NNLO
~* ) Z(U)+jets, my, > 50 GeV, Hp C [600,800] GeV 1.367 x (k = 1.23) NNLO
N ¥/ Z(U)+jets, my, > 50 GeV, Hp C [800,1200] GeV 0.6304 x (k = 1.23) NNLO
N ¥/ Z(U)+jets, my, > 50 GeV, Hp C [1200,2500] GeV | 0.1514 x (k = 1.23) NNLO
7 ¥/ Z(U)+ets, my, > 50 GeV, Hp > 2500 GeV 0.003565 x (k = 1.23) | NNLO
y+jets, Hy C [40,100] GeV 20730.0 LO
y+jets, Hy C [100,200] GeV 9226.0 LO
y+jets, Hy C [200,400] GeV 2300.0 LO
y-+jets, Hp C [400,600] GeV 277.4 LO
y4jets, Hy > 600 GeV 93.38 LO
ttW (lv) 0.2043 NLO
HW (qq) 0.4062 NLO
ttZ(ll/vv) 0.2529 NLO
tTZ(qq) 0.5297 NLO
tty+jets 3.697 NLO
tttt 0.009103 NLO
W ()W (qq) 49.997 NLO
W ()W (Iv) 12.178 NLO
W (qq)Z(vv) 6.488 NLO
W (lv)Z(qq) 10.71 NLO
W () Z(vv) 3.033 NLO
W (qq)Z (1) 5.595 NLO
W (lv)Z(ll) 4.712 NLO
Z(qq)Z(vv) 4.04 NLO
Z(qq) Z (1) 3.22 NLO
Z(W) Z(vv) 0.564 NLO
Z()Z(1) 1.256 NLO
WWW 0.2086 NLO
WWZ 0.1651 NLO
WZ7Z 0.05565 NLO
777 0.01398 NLO
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Ocm is the point that corresponds to the center of the detector. These cuts
on the vertex positions ensure that they are within the cylinder defined by
the innermost pixel layer and disks. The “leading” vertex with the highest
> pr is selected as the main collision event, and all the rest of the vertices
are considered to originate from pile-up. The leading vertex serves as the

reference to consecutive event reconstruction steps.

3.4.2 Leptons

In the search for possible dark matter candidates, like the neutralino which
carry away a fraction of the total transverse momentum, we would like to
minimize the number of events which have neutrinos. It is impossible to
detect them directly, because they only interact via the weak interaction
which happens extremely rarely. However, one can eliminate a large frac-
tion of them by considering the most likely production mode which is the
leptonic decay of W bosons. In this process, the neutrino is accompanied by
a charged lepton which is much easier to detect. The neutrino pair coming
from the Z boson decay remains an irreducible background which needs to
be estimated. This will be discussed more in detail in Section 3.6.5. In
this subsection I discuss mainly the very loose charged lepton definitions
which are used to veto leptonic events. They are also used for trigger effi-
ciency measurements and the estimation of lost lepton which either evade
the detection or somehow do not pass the selection requirements and can
contaminate the signal region. To minimize this occurrence, we used a very
loose definition of charged leptons. I also introduce a tighter selection for
muons and electrons which was used to select Z(fi"pu~) or Z(e"e™) events

for normalization of the Z(vv) cross section which is very hardly measurable
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background.

Electrons

The tracks of the silicon tracker are associated with clusters of energy in
the electromagnetic calorimeter as described in [81]. This reconstruction is
done by matching the geometrical location and the momentum-energy com-
patibility between the track and the cluster. These reconstructed electrons
are then loosely identified by two highly efficient MultiVariate classifier Al-
gorithms (MVAs) based on a gradient boosted decision tree one of which
was developed for the Higgs search with four leptons [82, 83]. We used the
cuts recommended by the CMS electron and photon Physics Object Group
(EGamma POG). We selected electrons with a py cut of 5 GeV and a cut on
the pseudorapidity (|n| < 2.5) corresponding to the acceptance of the silicon
tracker. These loose electrons also need to be compatible with the leading
vertex of the event by satisfying a loose cut on the impact parameter signif-
icance, which is the closest distance of the track from the vertex divided by
its error. Loose pp-dependent isolation cuts are also applied. The absolute
isolation is defined as the sum of the transverse momenta within a cone of
AR = 0.3 around the lepton for charged and neutral hadrons and photons
from which an estimated neutral hadron pile-up contribution is subtracted.
The neutral pile-up contribution for electrons is estimated using a jet area
method [84]. The so-called “mini-isolation” is defined in a similar way, ex-

cept that the cone has a variable size depending on the p; of the lepton.
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The cone radius is:

0.2 if pi? < 50 GeV,
Rmini—iso(p’l]?p) = lopgfv if pl;p - [50, 200] G(EV,
T

0.05 if pi? > 200 GeV.

Cutting on this isolation variable ensures isolation in the Lorentz-boosted
regime. All of the requirements for the loose electron selection can be found

in Table 3.3.

Table 3.3: Loose electron definition.

Variable Requirement
Pr > 5 GeV
n| <25

EGamma POG recommended very loose 1D:
- for pr < 10 GeV: H(ZZ — 41) MVA ID cut on the discriminator
- for p; > 10 GeV: General purpose MVA ID cut on the discriminator

3d impact parameter significance <4
- for py < 20 GeV: absolute isolation < 10 GeV
- for pr > 20 GeV: mini isolation / pp < 0.2

A tighter electron selection is also defined which was used for the Z(1)
control region. It incorporates a slightly higher p;r cut, and the barrel-
endcap transition region is also excluded with an additional n cut. The
medium working point recommended by the EGamma POG was used for
the identification. The impact parameter cuts and the isolation criteria are

tighter. The summary of the tight selection is found in Table 3.4.

Differences in the reconstruction, identification and isolation efficiencies

between data and MC are corrected in the simulation by using scale factors.
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Table 3.4: Tight electron definition.

Variable Requirement
Pr > 10 GeV
I < 2.5 and not in [1.44,1.56]
EGamma POG recommended medium ID:
Cut based ID pass all cuts
track |Ap| < 0.05 cm
track |Az| < 0.1 cm
mini isolation / pp < 0.1
Muons

Muons are reconstructed by the PF algorithm using the tracks of the silicon
tracker combined with the track segments found in the dedicated muon
system as described in [85]. Similar to electrons, two definitions of muons
are used in the analysis. We use the loose ID definition of the Muon POG
for the loose selection. The other requirements are the same as that for
loose electrons except for pseudorapidity range, which is slightly tighter due
to the acceptance of the muon system, and the absolute isolation. The
difference in the latter is in the cone size which is AR = 0.4 and in the
pile-up correction of the neutral hadron component. The contribution from
pile-up is estimated by summing over the scalar value of the charged hadron
transverse momenta originating from pile-up vertices and multiplying by
a factor of 0.5 (corresponding to the phenomenological neutral-to-charged
hadron production ratio). This subtraction is called the AS correction. The
full selection is summarized in Table 3.5.

For the tightly identified selection, which is used only for the Z(—
Il)+jets control region, the muons are required to pass the Muon POG rec-

ommended medium ID. The rest of the cuts are similar to that of the tight
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Table 3.5: Loose muon definition.

Variable Requirement
pr > 5 GeV

I <24

Muon POG recommended loose ID: pass all cuts
3d impact parameter significance <4

- for pp < 20 GeV: absolute isolation < 10 GeV

- for pp > 20 GeV: mini isolation / pp < 0.2

electrons, except the n range and a slightly looser mini-isolation cut. The

selection can be seen in Table 3.6.

Table 3.6: Tight muon definition.

Variable Requirement
pr > 10 GeV
n| <24

Muon POG recommended medium ID: pass all cuts
track |Apl < 0.05 cm
track |Az| < 0.1 cm
mini isolation / pp < 0.2

Differences in the tracking, identification and isolation efficiencies be-

tween data and MC are corrected in the simulation by scale factors.

Taus

The 7s decay around 35% of the time leptonically to neutrinos and either an
electron or muon. The primary objective is to veto charged leptons so in case
of the leptonic 7 decays, the previously introduced loose electron and muon
definitions are used. In every other case, the taus decay to an undetected

neutrino and hadrons which can be identified. These tau leptons, denoted
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by 7,, are reconstructed and identified using the “hadron-plus-strips” algo-
rithm (more details can be found in [86]). The charged and neutral particles
found by the PF algorithm are clustered into a jet with a distance parameter
of AR = 0.5 by the anti-k; algorithm [87]. These jets are serving as the 7,
candidates for the reconstruction step which selects only the ones which are
compatible with possible hadronic decay modes of the 7. For the identifica-
tion they are required to pass further isolation criteria that greatly reduce
the fake rate due to quark and gluon jets. The Tau POG recommended loose
isolation working point was used for the veto selection. Also, the kinematic
cuts were kept the same as the ones determined by the reconstruction step

(pr > 18 GeV and |n| < 2.5).

3.4.3 Photons

Photons are reconstructed from ECAL clusters as described in [88]. Fur-
ther identification steps are based on the ratio of energy deposits between
HCAL and ECAL, shower shape variables and isolations. In this analy-
sis, the EGamma POG recommended cut based medium ID was applied
for a photon enriched control sample that was used in the estimation of the
Z(vv)4jets contribution to the signal region. Reconstructed electrons which
are compatible with the same supercluster are vetoed. The full selection is

shown in Table 3.7.

3.4.4 Jets and higher order objects, variables

Jets in this analysis are clustered from the physics objects of the PF algo-
rithm by the anti-k; algorithm [87] using the FASTJET implementation [89]

with two separate distance parameters, AR = 0.4 for ordinary (abbreviated
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Table 3.7: The definition of photons.

Variable Requirement
Dr > 80 GeV
Il <25
EGamma POG recommended cut based Medium ID pass all cuts
electron veto pass

as “AK4”) and b-tagged jets (or simply b jets) and AR = 0.8 for W and top-
tagged jets (which will be referred to as “AK8” jets from now on). Charged
hadrons which do not originate from the leading vertex are removed using
the Charged Hadron Subtraction(CHS) method [90] which greatly reduces
the number of jets originating from pile-up. Then the 4-momentum of the
jets are corrected by a jet-area-based method [84, 91, 97| which removes any
remaining contributions from pile-up and corrects for non-uniform detector
response and residual jet energy scale differences between data and simu-
lation. Finally, a jet energy resolution smearing technique [97] is used in
the simulation to better match the resolution observed in data. After these
reconstruction steps, the jets are identified using the Jet-MET POG recom-
mended “loose” and “tight” jet IDs [17] for AK4 and AKS jets respectively.
The identification is based on the neutral and charged particle energy frac-
tions measured both in the ECAL and HCAL and the number and type of
jet constituents. The AK4 and AKS jet selections are shown in Table 3.8

and 3.9 respectively.

b-tagged jets

The AK4 jets defined in the previous subsection which satisfy further b quark

decay identification criteria are referred to as b-tagged jets. In order to
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Table 3.8: The AK4 jet selection.

Variable Requirement
R =04

Pr > 30 GeV
n| <24
JetMET POG recommended loose jet ID  pass

Table 3.9: The AKS jet selection.

Variable Requirement
R =0.8

pr > 200 GeV
| <24
JetMET POG recommended tight jet ID pass

discriminate from light flavor quark and gluon jets, the combined secondary
vertex (CSV) multivariate b-tagging algorithm [93] is used which takes into
account the longer lifetime of the bottom quark decay (which can result in
the finding of a displaced secondary vertex), the higher invariant mass and
multiplicity of decay products. The CMS BTag POG recommended “loose”
working point is used for vetoing, which has an efficiency of around 81% and
a mistagging rate of 8.9%. Additionally, the “medium” working point is
used for selecting jets which has an efficiency of 63% and a mistagging rate
of 0.9%. Differences in the performance of the algorithm between data-MC

and also FastSim-FullSim was corrected by the application of scale factors.

Boosted W's and tops

As introduced in Section 1.4, the hadronically decaying boosted W bosons
and top quarks are tagged with the wider cone AKS8 jets. For the determi-
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nation of the jet 4-momentum, the CHS algorithm and the corresponding
jet energy scale corrections are used. The jets are also matched to similar
jets but clustered after the application of PUPPI weights [16] to its jets con-
stituents and groomed with the SoftDrop algorithm [14]. The mass of these
jets, which is used for the boosted object tagging, is seen to be more stable
with respect to the number of pile-up [17], therefore we used the PUPPI
corrected values to “mass-tag” the jets by applying cuts close to the W and
top mass peak. In order to further reduce the multijet background, the N-
subjettiness variables [15] are calculated for matched PUPPI jets, which are
defined as

1

™~ = m ZPT,i min(AR; ;, ARy, ...ARy;), (3.1)

where N stands for the number of candidate subjet axes, ¢ is the number
of jet constituents and R, is the characteristic jet radius. The ratios of
To1 = To/71 and T35 = T3/7, are used for tagging W bosons and top quarks
respectively. Finally, one of the subjets of the top-tagged jets also need
to satisfy a b-tagging requirement using the CSV algorithm [93]. The full
selection for selected W's and tops, which was recommended by the CMS
Jet-MET POG, is shown in Table 3.10. The W selection has an efficiency of
around 66% with a QCD mistagging rate of 4%, while the top selection has
an efficiency of 15% with a 0.1% mistagging rate [17]. The discrepancies
in performance between Data-MC and FastSim-FullSim are corrected with

scale factors.
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Table 3.10: Definition of tagged W's and tops.

Variable Requirement for W | Requirement for top
pr (CHS) > 200 GeV > 400 GeV

In| (CHS) <24 <24

SoftDrop mass (PUPPI) C [65,105] GeV C [105,210] GeV
1,/7 (PUPPI) <04 -

73/ (PUPPI) - < 0.46

subjet btag CSV (CHS) - > 0.5426 (loose WP)

Missing transverse momentum

The visible momentum imbalance vector, which is also known as the missing
transverse momentum and denoted as pij***, is reconstructed [94] by using
the visible final state particles of the PF algorithm. It is defined as the
negative vector sum of the transverse momenta of all PF particles which
are consistent with the leading primary vertex of the event. The magnitude
of this vector is referred to as pp**. Further corrections are applied to the
value in order to adjust for minimum energy thresholds and non-linearities in
response to hadrons in the calorimeters and inefficiencies and p; thresholds
that are present in the tracker. These, so-called “Type-1” corrections are
done by propagating the effects of jet energy corrections applied to jets to
the vectorial sum. In order to remove anomalous events, which contain

misreconstructed physics objects or detector failures, filters are applied to

both data and simulations. The list of these filters are as follows:

e a primary vertex filter: removes events which do not contain at least
one good vertex (defined in Section 3.4.1) compatible with the LHC
beam;

e ECAL filters: detect spurious deposits due to missing information from
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partly dead cells or particle interactions, which produce anomalously
high energy superclusters;

e HCAL filters: identify events with significant noise which arise in the
hybrid photodiodes and readout electronics of the barrel or due to
direct particle interactions with the endcap components;

e Beam halo filter: removes events where large deposits of energy are
found in the detector due to LHC beam collisions with beam gas that
results in highly energetic particles (beam halo) traveling nearly par-
allel to the beam;

e Reconstruction filters: eliminate events which contain badly recon-
structed muon or charged hadron PF candidates due to misreconstruc-

tion of the particle trajectory from the silicon tracker informations.

Razor variables

The Razor variables were briefly introduced in Section 1.3. The exact defi-
nitions are given here. Let us suppose that massive pair-produces particles,
denoted by G, and G5, which in our case can be the gluinos or the top
squarks, each decay to a massless visible particle ¢); and ()5, and a massive,
stable and undetected particle, corresponding to the neutralino, which is

denoted by y; and .

In the rough-approximation (R-) frame the magnitudes of the visible

decay products of the heavy particle pair are equal:

M

_R _R A

|pQ1| = |pQ2| = 77 (3'2)
. L ME+M;

and can be used to estimate the characteristic mass scale, M = %

45



With the rough approximation, the R-frame is calculated as:

Elab o Elab
PrR= T qab (3.3)
pz,Ql - pz,Q2

The longitudinal boost invariant R-frame mass, which is defined as My =

2[ch| = M, can then be expressed with purely lab-frame quantities as:

M = \/ <pQO1EQ2 T pQOQEQ1>2
R pu— 2 2 .
(pZ7Q1 - p27Q2> - (EQl - EQ2)

In order to separate the visible, hadronic decay products of the main collision

(3.4)

event, all visible particles are clustered into AK4 jets with the definition
given in Section 3.4.4. The Razor calculation requires at least two such jets
in the event to establish the dijet topology. If there are additional jets in the
event their 4-momenta are merged into that Oof the existing two jets to form
so-called “megajets” depending on the following criteria: the constituents of
the megajets are required to be on two separate hemispheres in such a way
that the invariant mass of the two megajets reaches the smallest value. This
choice of megajets are meant to separate the visible decay products for each
pair-produced hypothetical heavy particle.

There exists an improved definition of My [95], where the transverse
component of the boost required to transform to the center-of-mass frame

is not neglected:

My = \J(15,] + |5, — (7 +p2)° (3.5)

where j; and j, denote the two megajets explained above.
A second way to estimate the characteristic mass scale, M4, uses only

the transverse momentum information and therefore gives a way to account
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for the momentum imbalance given by neutralinos. With the assumption,
that the missing momentum is divided equally among the neutralinos, the

transverse mass estimator, M2 is then defined as:

(3.6)

L \/ PR (0 + ) — B + )
T = 2 ’

The above two variables estimate the same mass scale, so their ratio, the
dimension-less R-frame razor variable, is a useful additional discriminator

which is defined as:

R

(3.7)

It typically peaks around 0.5 for the signal (due to the geometrical limitation

of only using the transverse information) and around 0 for the background.

In the analysis, it is customary to use the square of the above value
R?. There is one more quantity related to the Razor calculation, that is
useful in the suppression of the multijet background. It is the angle A¢
between the two megajets in the projected plane transverse to the beam
axis. Most backgrounds with no invisible particles (which create non-zero
pF™*%) produce megajets which are very likely back-to-back, so |A¢| tends
towards m. While signals which have invisible particles, like the neutralino,

have a larger probability to produce smaller |A¢| values, so this quantity is

an additional useful signal discriminator.
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3.5 Event selection

This section describes a common baseline selection (including the trigger
choice) and the signal region. The baseline selection is a minimal event
selection that is common for both the signal and control regions (defined in
Section 3.6). Events in the control region are also used for the background

estimation.

3.5.1 Baseline selection

In the baseline selection, each event is required to:

—_

. pass all missing transverse momentum filters specified in Section 3.4.4;
2. have at least one identified AKS jet;

3. have at least three (or four) identified AK4 jets for top (and W) final

states;

4. satisfy very loose cuts on the Razor variables: Mp > 800 GeV and
R* > 0.08;

5. pass the hadronic trigger selection which is specified in the next sub-

section 3.5.2.

The AKS jet is required so that there is at least one candidate jet that
can satisfy the boosted object tagging requirements. Although the Razor
algorithm only requires two AK4 jets, it was seen from a sensitivity study
that requiring slightly more jets give a better sensitivity to the boosted phase
space of the SUSY signals. This is explained in Section 3.5.3. Figure 3.3

shows the distribution of the razor variables after the baseline selection.
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Figure 3.3: Two dimensional Razor distributions of R* vs My for the
standard model background (left) and two selected signal samples in the
baseline selection region. The middle plot shows the TbHttcc signal with
mg = 1.4 TeV, my = 320 GeV and meo = = 300 GeV. The right plot depicts
the distribution for the T2tt model Wlth m; = 850 GeV and mgo = 100 GeV.

3.5.2 Trigger

Data events were selected by a two-level trigger system. A so-called “level
1”7 hardware filter preselects events in real time based on the raw detector
data and passes them to a “high-level” trigger (or HLT in short). Com-
pared to the hardware filter, the HLT performs a slightly slower and more
complicated, so-called “online” event reconstruction still during the data col-
lection. It makes the final decision whether to record the events for analysis.
This decision is still much faster than the lengthy “offline” reconstruction
which provides the ultimate precision and accuracy that is required for the
analysis. The events were selected by fully hadronic triggers which select
events based on the presence of an AKS jet with py > 450 GeV or if the
scalar sum of the AK4 jets, denoted by Hyp, is at least 800 GeV or 900 GeV.
These triggers are not fully efficient in the signal and control regions, there-
fore the efficiency of their combination was measured in datasets collected
with other, orthogonal control triggers. These triggers selected either one

muon (denoted as SingleMuon), electron (SingleElectron) or a photon
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(SinglePhoton), or required a minimum value on the missing transverse
momentum (MET). Additionally, the collected events were required to pass
the baseline selection of Section 3.5.1. The charged leptons were required
to be isolated. The minimum p; threshold of muons was 24 GeV, while the
one for electrons changed during the year from 23 GeV initially and 27 GeV
later on in the same year. Additionally, we required them to pass the loose
object definitions of Section 3.4.2. The photon thresholds in the online re-
construction ranged from 22 — 600 GeV, but a large fraction of the events
were discarded below 165 GeV. The photons in these events had to pass the
photon definition in Section 3.4.3. The requirement for the missing trans-
verse momentum trigger was p** > 120 GeV. In all cases, we vetoed events
which contained at least one lepton which was not selected by any of the
single lepton triggers. The efficiencies of the hadronic analysis triggers were
measured as a function of the variables, shown in Figure 3.4, which were used
to select the events during data collection. The measurements were done in
bins along two dimensions, after which the measurement points in each bin
were “unrolled” into a single one-dimensional plot in order to better visual-
ize them together with their uncertainties. These efficiencies were used to
weight the background and the signal simulation events both of which were
not required to pass any simulated trigger decision that is often not very
reliable (the difference can be seen on the plots). Figure 3.5 shows the effi-
ciencies as a function of the Razor variables which indicate that the triggers
are nearly fully efficient in the most sensitive search bins which are usually
the higher My and R? bins. Due to significant observed differences between
measurements in the various datasets because of the existence of a lepton or
a photon, the events were weighted by the measurement corresponding to

the presence of the specific physics object. In case no such object (lepton or
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photon) existed in the event, the weight was taken from the measurement in
the MET dataset. This decision was seen to improve Data-MC agreement in
the control regions which are defined in later sections. The statistical error
of the trigger efficiency measurement was calculated with the Wilson score

interval and used as a systematic uncertainty.

The difference of trigger efficiency measured with the different control
triggers is mainly due to the mismeasurement of the photon or lepton contri-
bution to the jet energy when these objects are parts of the jet constituents.
Figure 3.6 show the distribution of photons as a function of the photon-
jet distance vs./ photon/AK4 jet py ratio and the distribution of this ratio
for tightly matched photons. There is an inconsistency seen in data which
is larger than that seen in the simulation. Similar differences are seen for
muons and electrons and also AKS8 jets. The online measurements of Hyp
and AKS jet pr, which are used for the trigger decision, are also affected by
the mismeasurement, which explains the different efficiency measured in the

various datasets.

3.5.3 Signal selection

The signal regions must satisfy the baseline selection criteria as described in
Section 3.5.1. On top of that, charged leptons are vetoed in order to suppress
leptonic background events which have a high probability to also contain
undetected neutrinos. In order to suppress the QCD multijet background,
a cut is required on the |A¢| between the two megajets. All possible signals
of interest have at least two top quarks in them, so the chance that one of
them gains a sufficient boost is high. Therefore, the events are split into

different categories based on the presence of at least one top-tagged AKS
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tained from the SingleElectron, SingleMu, SinglePhoton, MET datasets and
Simulation.
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jet, or in case no such jet is present, at least one W-tagged AKS jet and a
b-tagged AK4 jet. The reason for the difference in the number of required
jets in the baseline selection is partly due to the difference in the level of
boost one of the top quarks receives. In case of the boosted top final states,
one of the tops is sufficiently boosted so that the decay products (a b jet and
two light quark jet from the W decay) end up in one large cone jet which is
tagged. On top of that it is only required to have at least two other jets from
initial state radiation or the decay of the other top quark. In case of the
W final states one of the tops decay to a b jet and another highly energetic
boosted W jet so, similarly to the boosted top scenario, it is required to have
only two additional jets. The distributions of the number of jets are shown
in Figure 3.7. The boosted W event categories are subdivided based on
the jet multiplicity, which defines all together three separate signal regions
which are summarized in Table 3.11. The binning in jet multiplicity gives
additional sensitivity for low or larger jet multiplicity signals. For example,
the T1tttt model has two additional fops in the final state compared to the

T2tt, so a larger jet multiplicity bin is more sensitive.

The signal regions are further subdivided to bins of Mp = 800, 1000,
1200, 1600, 2000, 4000 and bins of R* = 0.08, 0.12, 0.16, 0.24, 0.4, 1.50.
This binning was seen to provide optimal significance in the high Mp high
R? ranges. Some of these sensitive bins were merged in order to reduce
the statistical uncertainty: the R? bins [0.24, 0.4, 2.0] are merged for Mp =
[1600, 2000] and the R? bins [0.16, 0.24, 0.4, 2.0] are merged for M = [2000,
4000]. Figure 3.8 shows the distribution of simulation events in these bins

for the three event categories.
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Table 3.11: Signal region definitions.

Selection W categories \ top category
Trigger HP"™ > 800 GeV OR pfiis;er > 450 GeV
Razor My, > 800 GeV, R* > 0.08, |A¢| < 2.8
Lepton 0 loose electron, 0 loose muon, 0 tau
Boosted obj. > 1W (and 0 top) > ltop
pr > 200 GeV > 400 GeV
| <24 <24
Mgofi—drop [65,105] GeV [105,210] GeV
N-Sub. To1 <04 T32 < 046
Subjet b-tag - > 1 (loose)
b-tag > 1b (medium) -
N [4,5] | >6 >3
. CMS Simulation 359167 (13 TeV) . CMS Simulation 359167 (13 TeV)
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Figure 3.7: The distribution of AK4 jet multiplicities the background and
selected signal points in the W (left) and top (right) event categories. The
signal benchmarks shown are Tsttcc (my; = 1.4 TeV, m; = 320 GeV and

myo = 300 GeV), Titttt (my; = 1.4 TeV and mpo = 300 GeV) and T2tt

(m; =850 GeV and m o = 100 GeV).
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myo = 300 GeV), Titttt (my; = 1.4 TeV and meo = 300 GeV) and T2tt

(m; =850 GeV and m o = 100 GeV).
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3.6 Background estimation

There are three types of backgrounds in the signal regions. The most dom-
inant one contains one lepton which is not found. It can be either because
the lepton fails isolation or identification criteria, or it was not reconstructed
due to inefficiencies or fell outside the acceptance of the detector (eg. went
through gaps). In the largest production mode of these leptons, a neutrino
is also present which can give rise to a large missing transverse momentum,
which in turn is responsible for a large R®. The largest such background
is tt (dominantly semi-leptonic decays) or single tops (mostly the leptonic
decay of tops produced by the Wt channel). This background is the most
dominant, because there is a very high chance that a top quark in the event
decays hadronically and it can produce either a tagged top or a tagged W
and a b jet, depending on the level of the boost. These processes are es-
timated together. The other significant lost lepton background is W +jets,
where the W boson decays leptonically while one of the jets in the event
fakes a tagged top or W. The second type of background is the multijet
which is dominantly produced by QCD but also includes hadronic decays of
gauge bosons and Drell-Yan. In these processes, the tagged boosted objects
can be real or fake (mostly the latter). There are no neutrinos which could
cause a larger momentum imbalance; instead, the missing transverse mo-
mentum could only arise from the mismeasurement of the jet pr, therefore
the R? distributions of these processes fall more rapidly compared to the
lost lepton backgrounds which have a neutrino. The third most dominant
and irreducible background type is Z+jets, where the Z boson decays to a
pair of undetected neutrinos and the additional jets are mistagged as s top

or a W and b jet. For the estimation of the backgrounds, we could not fully
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rely on the MC. The simulation was only used to estimate the rarer pro-
cesses. For the four main backgrounds, a data driven estimation procedure
was used. Control regions were defined which try to isolate or approximately
mimic each main process without being contaminated by any possible signal
contribution. The non-dominant processes are subtracted from the control
region (CR) data counts and MC correction factors are derived for each sig-
nal region (SR) bin using the ratio of events between data and MC in the
control region. These multiplication factors, which are applied bin-by-bin
on the simulated event yields, correct for possible residual differences be-
tween data and MC. The background estimation method is then validated
with so-called “closure-tests” in regions which are very similar to the signal
region. These tests are found in Section 3.6.6. The general formula for the

background estimation procedure is shown in Equation 3.8.

MC, process

N,
Est data MC, not process i, SR
Nk = (Nz cr— Ni'ch ) ]VMT (3.8)
CR

where N stands for the event counts, and ¢ is the search bin. Since this
procedure relies partly on simulation there was an issue with bins which did
not have any MC events. The procedure to deal with this was different for
the control and signal regions. For the former, an additional merging of
nearby bins allowed to eliminate the problem. This modified Equation 3.8
the following way:

process NMC process rare
Est data MC, not process i, SR MC, rare
NZ SR = Z |i<NJ CR — N]’ CR ) T NMC, process‘| +2Nz SR :
7, CR

For the empty signal region bins, the solution was to extrapolate events

from a slightly looser signal region which had relaxed N-subjettiness re-
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quirements. This is explained in the next subsection. The only exception
to the above formula is for the estimation of Z(— vv)+jets events which is

slightly different and is explained in detail in Section 3.6.5.

3.6.1 Extrapolation of events from loosened signal re-

gions

In order to retain the kinematic characteristics of the signal regions as much
as possible, a looser signal region is defined which has the same selection
as that of the signal region except for the N-subjettiness requirement of
the tagged objects. The loose region is defined by modifying the following
criteria of the signal regions:

e IV category: remove the 75; cut and allow so-called “low purity” W

tags.

e top category: loosen the 73, selection to the loosest top tagging working

point defined by the JetMET POG, which is 73, < 0.8.

It was seen that the distribution of events as a function of the razor vari-
ables in the loosened region had a very similar shape to that of the signal
region, but the number of events was considerably higher. For this reason,
the loosened region which contained events in most of the empty bins of the
signal region was very suitable to be used as a base for the extrapolation
to the signal region for the empty bins. Figure 3.9 shows the extrapolation
for the W+jets process. Despite the loosening, it is possible that a few bins
remain unpopulated. For these bins, a Garwood upper limit is set (shown
with the red color), which is 1.83 times the RMS event weight of the previous
populated bin. From the observed similarity of the shape of the razor distri-

butions for the populated bins a constant ratio between the two distributions
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is assumed. An estimate of this ratio is used as a multiplication factor to
extrapolate from the loose region to the signal region. The ratio is estimated
from convoluted Gaussian distributions with means corresponding to the ra-
tios of loose-to-signal region events in the populated signal region bins and
widths corresponding to the statistical error of these bin ratios (using the
black points in the lower panels of the plots in Figure 3.9). These Gaussians
are shown with purple colors in Figure 3.10. They are then convoluted for
each My bin separately, which is shown with the green colors. Then the
medians and up/down limits corresponding to the 68% area are computed
for each My bin. The average of these medians, which is used as the es-
timated extrapolation factor, and their up/down limits which correspond
to the assigned (conservative) extrapolation uncertainty are shown in Fig-
ure 3.10 with the solid lines. As a comparison, the same quantities are shown
for the total convolution of all Gaussians (shown with black curve) denoted

by the dashed lines which in general are close to the previous averages.

The following subsections cover the estimation of the four main back-

grounds in more detail.

3.6.2 tt and single top

The control region for single top and tt background is very similar to the
signal except for the vetoing of charged leptons, in that exactly one loose
electron or muon is required in the event. It enriches this region with events
with very similar kinematics except that the lepton is not lost. In order
to greatly reduce signal contamination from SUSY events, a cut on the W
transverse mass, My, is applied, which is computed from the lepton four-

miss

momentum and pr . In theory, this quantity is always smaller than the
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actual mass of the W; therefore, it can be used to purify the selection to
include only one leptonically decaying W, while SUSY signals tend to have
much larger values due to the neutralinos. Figure 3.11 shows the My distri-
butions before applying the specific cut on them (we refer to them as “N-1"
distributions). The applied cut is My < 100 GeV which create a region
that is more than 85% pure in single top and tt events with negligible signal
contamination. The bottom panel of these plots (and many similar plots
shown later) include the ratio of Data to MC events and the correspond-
ing statistical error with black markers. It also contains the statistical and
all of the additional systematic uncertainties (added in quadrature) on the
MC prediction shown with the dashed and grey bands respectively. The

systematic uncertainties are described more in detail in Section 3.7.

The full selection of the top control region is then:

baseline selection;

e = 1 loose electron or muon;

W category: > 1 medium b jet and > 1 W-tagged AKS jet;

top category: > 1 top-tagged AKS jet;

|A¢megajets| < 28a
My < 100 GeV.

Figure 3.12 shows the unrolled version of the two-dimensional Mp vs.
R? distribution of events in the t¢ and single top enriched control region.
The obtained region is more than 85% pure in ¢t and single top events. The
corresponding contribution to the total background in the signal region is

then estimated with Equation 3.9.
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Figure 3.11: N — 1 distributions for W transverse mass My in the ¢t and
single top enriched control region for the W (right) and top (left) categories.
The lower panel shows the ratio of events between Data and simulation
together with the uncertainties on the MC predicition.

3.6.3 W(— lv)+jets

The estimation of the W(— lv)+jets background is very similar to that
of the single top and tt processes. It includes the selection of exactly 1
loose electron or muon, and the My < 100 GeV cut. Additionally, a lower
My > 30 GeV cut is added in order to reduce the multijet contribution. One
of the differences, however, is that the b quarks are vetoed both for AK4 jets
and AKS subjets. The other main difference to the previous background is
that the tagged boosted W or top is not real, because the W boson decays
leptonically and the additional jets in the event can form an AKS8 jet with
high enough p; that can be mistagged. In order to increase the number of
events in this control region, no cut on the N-subjettiness (75; and 735) is
required.
The full selection is then:

e baseline selection;
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Figure 3.12: The distribution of events in the unrolled razor bins for the W
4-5 jet (top left), W 6< jet (top right) and top (bottom) categories in the
tt and single top control region.
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e = 1 loose electron or muon,;

W category: 0 loose b jet and > 1 W mass-tagged AKS jet;
top category: 0 loose b jet and > 1 top mass-tagged AKS jet (also veto

on subjet b-tag);

’A¢megajets| < 287
e 30 GeV< My < 100 GeV.

Figure 3.13 shows the N-1 distributions for the loose b-tags and the W
transverse mass, Mp.

Figure 3.14 shows the distribution of events in the unrolled Mg-R* bins
for the three event categories. These regions contain W (— lv)+jets events
with at least 80% purity. The corresponding contribution to the total back-

ground in the signal region is estimated with Equation 3.9.

3.6.4 Multijet

A control region enriched in QCD multijet events is obtained by inverting
three selections: the b-tag requirement (for both AK4 jets and AK8 subjets),
the N-subjettiness requirement of the mass-tagged jet (or “anti-tagged” in

short) and finally the |A¢,,cgqjets| cut.
The full selection is then:

e baseline selection;

0 loose leptons;

W category: 0 loose b jet and > 1 W anti-tagged AKS jet;

top category: 0 loose b jet and > 1 top anti-tagged AKS jet (also veto
on subjet b-tag);
’A¢megajets| Z 287

The obtained region is more than 90% pure in multijet events. The N-1
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Figure 3.13: The N-1 loose b-tag (top) and My (bottom) distributions for
the W (left) and top (right) event categories in the W+jets control region.
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Figure 3.14: The distribution of events in the unrolled razor bins for the W
4-5 jet (top left), W 6< jet (rop right) and top (bottom) categories in the
W (— [v)+jets control region.
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distributions for the variables corresponding to the reverted selections are
shown in Figure 3.15.
Similar to the previous processes, the multijet contribution to the total

background in the signal region is also estimated with Equation 3.9.

3.6.5 Z(vv)+jets

There is no selection similar enough to the signal region that can isolate
with sufficient purity the invisible decay of the Z boson. Attempts to create
such a control region were seen to include significant multijet and lost lepton
W(— lv) events which can be very similar. However, there are processes
with comparable event kinematics to Z(— vv)+jets, that can be used to
estimate the signal region contribution. The ~+jets, Z(— [l)+jets and
W(— lv)+jets processes all show very similar kinematics to that of the
invisible Z boson decay; therefore, control regions enriched in these processes
were used to model the razor kinematics. One of the crucial ingredients
to this procedure was that the non-jet objects, including the v and the
lepton(s), were removed from the event and their four-momenta was added
to the missing transverse momentum for the calculation of R?. The main
estimate was derived from a photon enriched region and normalized by using
a Z(— ll)+jets control region. Finally, a cross check of the estimate was

done by using a W (— lv)+jets enriched control region.

Main estimate using v+jets and Z(— Il) + jets control regions

A photon enriched control region was defined using the following selection:

—miSS)

e = 1 photon (where p7. was added to the py

Y

e baseline selection (including modified Razor variables);
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Figure 3.15: The N-1 distributions for loose b-tags (top) N-subjettiness (mid-
dle) and |A¢,,eqqjers| (bottom) for the W (left) and top (right) event cate-
gories in the multijet control region.
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Figure 3.16: The distribution of events in the unrolled razor bins for the W
4-5 jet (top left), W 6< jet (rop right) and top (bottom) categories in the
multijet control region.
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0 loose lepton;

W category: > 1 W mass-tagged AKS jet;

top category: > 1 top mass-tagged AKS jet (no b-subjet requirement);

|Adregajets) < 2.8 (calculated from modified megajets).

The probability for the photon to be clustered in a jet with other soft
(low pr) hadrons is very high and due to the large transverse momentum
(py > 80 GeV) they tend to provide most of the jet energy. Therefore these
jets are also removed and are not merged into the megajets if they satisfy
0.5 > pr/pl" < 2.0. This ratio was already shown in Figure 3.6. The
slightly wide range allows to account for the possible differences between
the energy reconstruction of photons and jets without removing high p; jets
which would otherwise overlap with the photon. The distribution of events
in the photon enriched control region is shown in Figure 3.17.

The purity of this region is less than that of the other control regions,
it is only around > 70%. Due to the difference of the process between
the signal- and control region, Equation 3.9 cannot be used. Instead the

following formula was used:

AT (3.9)

Z () MC, Z(vv
N ) Ni, SR o)
J, v CR

NI < e Tt
v CR

where P, and f are the photon purity and non-fragmentation photon fraction
described below. R¥/MC ig 4 normalization factor, known as the double
ratio, based on the Z— [l control region which is introduced later in this
section. Finally, the last term is a MC transfer factor between the control
and the signal region.

Due to the lower purity of this region, the subtraction of the other back-

ground contributions, which is mainly multijet, is less reliable based on the
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