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Abstract

It is shown that the Shannon entropy density determines every property of a finite Coulomb

system both in the ground and the excited states. Cusp relations and the asymptotic behaviour

for the Shannon entropy density are presented.
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I. INTRODUCTION

It is well-known that the ground-state electron density is a fundamental quantity as it

determines every property of the electron system [1]. It has recently turned out, however,

that there exist other descriptors of a Coulomb system. Ayers [2] proved that the shape

function, (that is, the density per particle) provides a full description of a Coulomb sys-

tem. Reactivity indicators [3] as Fukui function [4], local softness, softness kernel and the

electrostatic potential are also contain all information about a Coulomb system. It has also

turned out [5] that local kinetic energy and local temperature are also adequate for describ-

ing a Coulomb system. Moreover, an even broader family of descriptors of Coulomb systems

(certain linear combinations of the one-particle Kohn-Sham densities) were presented [6] .

The descriptors mentioned above contain all information about a Coulomb system.

Nowadays information theoretical concepts received considerable attention. One might ask

whether Shannon information entropy density [7] provides a full description of a Coulomb

system. The answer is the affirmative. In this paper it is proved that the Shannon informa-

tion entropy density determines every property of a finite Coulomb system.

The Hamiltonian of a Coulomb system can be written as

Ĥ = T̂ + V̂ + V̂ee . (1)

T̂ =
N
∑

j=1

(−1

2
∇2

j) , (2)

V̂ee =
N−1
∑

k=1

N
∑

j=k+1

1

|rk − rj|
, (3)

and

V̂ =
N
∑

k=1

M
∑

α=1

−Zα

|rk −Rα|
, (4)

are the kinetic energy, the electron-electron energy and the electron-nucleon operators, re-

spectively. If we know the atomic numbers Zα, the position of the nuclei Rα (α = 1, ...,M

) and the number of electrons N , the Hamiltonian is also known and solving the eigenvalue

problem

ĤΨk = EkΨk (k = 1, ..., i, ...) (5)
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any property of the system can in principle be obtained.

The fact that the ground-state electron density is sufficient in principle to determine all

molecular properties, can be simply understood following Bright Wilson’s [8, 9] argument:

A well-known theorem of quantum mechanics, Kato’s theorem [10–12] states that

Zα = − 1

2n(r)

∂n̄(r)

∂r

∣

∣

∣

∣

∣

r=Rα

, (6)

where the partial derivatives are taken at the nuclei α and n̄(r) is the angular average of

the density. So the cusps of the density tell us where the nuclei are (Rα) and what the

atomic numbers Zα are. On the other hand, the integral of the density gives us the number

of electrons:

N =
∫

n(r)dr . (7)

Thus from the density the Hamiltonian can be readily obtained from which every property

can be determined.

The Shannon entropy density can be easily calculated from the electron density n(r)

s(r) = −n(r) lnn(r). (8)

The Shannon information entropy [7] is given by S =
∫

s(r)dr.

At first sight one might think that the density n can be expressed from Eq. (8) as a

function of s. Using the Lambert function [13] W (x) with the definition

x = W (x)eW (x) (9)

the density can be written as

n = eW (−s). (10)

However, W (x) is a multivalued function. For real x it has two branches W−1(x) and W0(x)

as it represented in Fig. 1. W−1(x) is defined for −1/e ≤ x < 0. W0(x) is defined for

−1/e ≤ x < +∞. Fig. 2. and 3. present the Hartree-fock density as a function of −s for

the H and Ne atoms. In case of the H atom only the branch W−1 appears. For other atoms,

such as the Kr atom (Fig. 3) both branches are realized. So, the density cannot generally

uniquely obtained from Eq. (10). Therefore, to prove that the Shannon entropy density is

a descriptor of a Coulomb system, the cusp relations and the asymptotic behaviour should

be studied.
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II. CUSP RELATIONS AND ASYMPTOTIC BEHAVIOUR FOR THE SHANNON

ENTROPY DENSITY

Cusp relations on the wave function and the electron density have been studied by several

authors [10, 11, 14–19]. The most general expansion of the antisymmetric wave function

around the nucleus α is

Φ =
∞
∑

l=0

m=l
∑

m=−l

rl1χlm(r1, X)Ylm(Ω1) , (11)

where X stands for the coordinates r2, ..., rN . Ylm are the spherical harmonics. (In certain

highly excited states the spherical average of the derivative of the wave function is zero at a

nucleus: χ00(0, X) = 0. This case were studied in Ref. [19]. Here only ground or low-lying

excited states are considered.) The function χlm can be expanded as

χlm(r,X) = a
(0)
lm(X) + a

(1)
lm(X)r + a

(2)
lm(X)r2 + a

(3)
lm(X)r3 + ... (12)

The derivative of the spherical average of the Shannon entropy density (Eq. (8))

∂s̄

∂r
= − 1

4π

∫

∂n(r,Ω)

∂r
(1 + lnn(r,Ω))dΩ. (13)

Following the steps in Ref. [19] one can readily obtain that at the nucleus α

∂s̄(r)

∂r

∣

∣

∣

∣

∣

r=Rα

= 2Zαn(Rα)(1 + lnn(Rα)). (14)

Taking into account that the Shannon entropy density at the nucleus α is

s(Rα) = −n(Rα) lnn(Rα) (15)

we arrive at the cusp relation

∂s̄(r)
∂r

∣

∣

∣

r=Rα

s(Rα)
= −2Zα

(1 + lnn(Rα))

lnn(Rα)
. (16)

It can also be written as

∂s̄(r)
∂r

∣

∣

∣

r=Rα

s(Rα)
= −2Zα

(s(Rα)− n(Rα)

s(Rα)
. (17)

From the cusp condition (17) the atomic number can be obtained as

Zα =
1

2

∂s̄(r)
∂r

∣

∣

∣

r=Rα

n(Rα)− s(Rα)
(18)
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or

Zα =
1

2

∂s̄(r)
∂r

∣

∣

∣

r=Rα

n(Rα)[1 + ln (n(Rα))]
. (19)

Consequently, Zα can be determined from s if n(Rα) is known. n(Rα) can be obtained

from Eq. (10). Though Eq. (10) provides two solutions, only one of them gives a positive

atomic number. The density n(Rα) should be positive, therefore, if ∂s̄(r)/∂r|r=Rα
> 0 we

get n > 1/e, that is, n(Rα) = exp (W0(−s(Rα)). On the other hand, ∂s̄(r)/∂r|r=Rα
< 0

leads to n < 1/e, that is, n(Rα) = exp (W−1(−s(Rα)). Finally, if ∂s̄(r)/∂r|r=Rα
= 0, we

cannot use Eq. (19) to obtain the atomic number as 1 + lnn(Rα) = 0. In this case the

second derivative of s should be considered. We mention in passing that a similar situation

can be found for the density in highly excited states, where the first derivative of the density

disappears [19].

If 1 + lnn(Rα) = 0, the second derivative of the Shannon entropy density at the the

nucleus α is given by

∂2s̄(r)

∂r2

∣

∣

∣

∣

∣

r=Rα

= − 1

n(Rα)

(

∂n̄(r)

∂r

)2
∣

∣

∣

∣

∣

∣

r=Rα

. (20)

Taking into account the cusp relation (6) for the density we arrive at

∂2s̄(r)

∂r2

∣

∣

∣

∣

∣

r=Rα

= −4Z2
αn(Rα) = −4Z2

αs(Rα). (21)

The last step follows from the fact that if 1 + lnn(Rα) = 0, Eq. (8) gives s(Rα) = n(Rα).

Consequently, the cusp relation takes the form

∂2s̄(r)
∂r2

∣

∣

∣

r=Rα

s(Rα)
= −4Z2

α. (22)

From the cusp condition (22) the atomic number can be obtained as

Zα =
1

2





−
∂2s̄(r)
∂r2

∣

∣

∣

r=Rα

s(Rα)







1/2

. (23)

These results can be summarized in

THEOREM 1. For any Coulomb system, the Shannon entropy density s determines the

external potential v, up to an additive constant.
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Proof: The external potential of a Coulomb system has the form

v(r) =
M
∑

α=1

−Zα

|r−Rα|
. (24)

The cusps in s determine the positions Rα of the nuclei and the atomic numbers Zα (Eq.

(19)). In case ∂s̄/∂r|Rα
= 0, the atomic numbers Zα are given by Eq.(23).

To prove that the Shannon entropy density s also determines the number of electrons N

the asymptotic behaviour of s should be studied.

It is well-known [20–25] that the asymptotic behaviour of the density n is

n(r) → r2βe−2κr, (25)

where

β =
Ztotal −N + 1

κ
− 1. (26)

Ztotal =
M
∑

α=1

Zα (27)

and

κ =
√
2I. (28)

I is the ionization potential. Using Eqs. (8) and (25) we are led to

lim
r→∞

∂ ln s

∂r
= lim

r→∞

∂ lnn

∂r
= −2κ = −2

√
2I. (29)

Combining Eqs. (8), (25) and (29) we obtain

N = 1 + Ztotal +
1

4
lim
r→∞





∂ ln s

∂r



1 +
∂
(

∂ ln s
∂r

)

∂
(

1
r

)







 . (30)

Thus we proved

THEOREM 2. For the ground state of any Coulomb system, the Shannon entropy density

s determines the number of electrons bound to the system, N .

Theorem 2 implies that in a Coulomb system N is a functional of s.

THEOREM 3. For the ground state of any Coulomb system, the knowledge of the

Shannon entropy density s is sufficient for obtaining the value of any observable.
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Proof: According to Theorems 1 and 2 s determines the external potential v and the

number of electrons N . From these quantities the Hamiltonian can be constructed. The

Hamiltonian gives the wave function, which deternmines the value of any observable.

Theorems 1-3 are valid to excited states, too.

THEOREM 4. For any Coulomb system, the knowledge of the Shannon entropy density

s is sufficient for obtaining the value of any observable.

Proof: Both Theorems 1 and 2 are valid both for the ground and the excited states. s

determines v and N and hence Ĥ. To find out which eigenstate of Ĥ corresponds to s, one

has to find first the energy. The energy Ek of the excited state can be obtained by

lim
r→∞

∂ ln s

∂r
= −2

√

2Ik, (31)

where

Ik = Ek − E
(N−1)
1 . (32)

E
(N−1)
1 is the ground-state energy of the system after an electron is removed. From the

knowledge of the ground-state energy of the N − 1 electron system Eqs. (31) and (32)

give the energy corresponding to s. Then we can find the eigenstate having energy Ek and

Shannon entropy density s.

III. DISCUSSION

The conclusion of this paper is that the Shannon entropy density s contains all information

about a Coulomb system. It is important to emphasize that this finding is restricted to

Coulomb system. We have utilized that the form of the Hamiltonian is given (by Eq. (1)-

(4) and the parameters (in Ĥ) are determined by the cusp and the asymptotic behaviour of

the Shannon entropy density s.

The theorems above imply that any observable property is a functional of s. For example

the total energy can also be considered as a functional of s. The exact form of the total

energy as a functional of the density n is unkown. or rather, the kinetic and the correlation

energy functionals are unkown. It might turn out that these energy functionals can be more

easily approximated as functionals of s than as n. There have already been such kind of

attempts. Collins [26] conjectured that the correlation energy is proportional to the Shannon
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entropy [7]. Numerical results supported this conjecture for small molecules [27]. Collins’

conjecture was modified for the He isoelectronic series [28]. Several papers studied the link

between the correlation energy and Shannon information (e. g. [29–35]). Delle Site and

collaborators [36, 37] proposed a kinetic energy functional in which a term is proportional

to the Shannon entropy. The entropy density is of significant interest in the recently trendy

Hirshfeld-like partitioning methods [38–41].

In a recent paper [42] a theory of excited states has been put forward for Coulomb system.

In this paper functionals have been defined for all densities not only for Coulomb densites. A

similar construction can be done for the functionals of s, too. Then the variational principle

can be also formalized. Moreover, it will be possible to formulate a bifunctional theory

(similar to the Levy-Nagy theory [43, 44] or the generalized density functional theory [45–

49]), where the functionals will depend on both s and n. It will be the subject of future

research.
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[43] M. Levy and Á. Nagy, Phys. Rev. Lett. 83(1999)4361.

[44] Á. Nagy and M. Levy, Phys. Rev. A 63(2001)2502.
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FIG. 1: Lambert function W (x). W−1(x) is defined for −1/e ≤ x < 0. W0(x) is defined for

−1/e ≤ x < +∞.The two branches meet at the point (−1/e,−1).
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FIG. 2: The logarithm of the density of the Hydrogen atom as a function of the negative of the

local entropy.
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FIG. 3: The logarithm of the density of the Krypton atom as a function of the negative of the local

entropy.
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