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Abstract

The automated processing of retinal images is a widely researched area in medical image analysis. Screening systems
based on the automated and accurate recognition of retinopathies enable the earlier diagnosis of diseases like diabetic
retinopathy, hypertension and their complications. The segmentation of the vascular system is a crucial task in the field:
on the one hand, the accurate extraction of the vessel pixels aids the detection of other anatomical parts (like the optic
disc (Hoover and Goldbaum, 2003)) and lesions (like microaneurysms (Sopharak et al., 2013)); on the other hand, the
geometrical features of the vascular system and their temporal changes are shown to be related to diseases, like the vessel
turtousity to Fabry disease (Sodi et al., 2013) and the arteriolar-to-venus (A/V) ratio to hypertension (Pakter et al.,
2005).

In this study, a novel technique based on template matching and contour reconstruction is proposed for the seg-
mentation of the vasculature. In the template matching step generalized Gabor function based templates are used to
extract the center lines of vessels. Then, the intensity characteristics of vessel contours measured in training databases
are reconstructed. The method was trained and tested on two publicly available databases, DRIVE and STARE; and
reached an average accuracy of 0.9494 and 0.9610, respectively. We have also carried out cross-database tests and found

that the accuracy scores are higher than that of any previous technique trained and tested on the same database.
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1. Introduction

Retinopathies are indicators of various diseases of the
eye and the body. Since the examination of the retina en-
ables in vivo screening, the automated processing of retinal
images is a widely researched area in the field of medical
image analysis. Due to the wide variability of fundus im-
ages and variety of retinopathies, the accurate evaluation
of the images requires both expertise and experience. Con-
sequently, the development of automated screening sys-
tems is a complex task. The key points are the accurate
localization and identification of landmarks; the precise
segmentation of the anatomical parts and lesions; and the
quantitative characterization of retinopathies. For several
reasons, the segmentation of the vascular system is a cru-
cial task in automated retinopathy screening applications:

1. Retinopathies related to diabetes are considered to be
the major pathological cause of vision loss and blindness
(Taylor and Keeffe, 2001), since the progression of dia-
betic retinopathies leads to the appearance of large and
serious lesions on the retina. Considering that 4.4% of
the world’s population is forecast to have some level of
diabetes in 2030 (Wild et al., 2004), the early diagnosis
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and prevention is a challenging, but substantial task of
healthcare. The first sign of diabetic retinopathy is the
presence of tiny capillary dilations called microaneurysms
(Marin et al., 2011), appearing usually near thin ves-
sels. Since microaneurysms have similar visual features
as high-curvature and junction points of thin vessels, the
vast majority of microaneurysm detection algorithms ig-
nore the pixels of the vasculature (Fleming et al., 2006;
Sopharak et al., 2013). Accordingly, the accurate seg-
mentation of the vascular system aids the detection of
microaneurysms indirectly. We note that the vascular
system is also masked out during the segmentation of
other retinopathies, like drusen (Bhulyan et al., 2013).
2. The characteristic shape of the vascular system can
aid the localization of other, occasionally degenerated
anatomical parts like the optic disc (Hoover and Gold-
baum, 2003), or macula (Yu et al., 2014).

3. Novel studies have pointed out that the geometrical
features of the vascular system are in correlation with
various diseases. The authors of (Cheung et al., 2012)
analyse the temporal changes of retinal vessel width and
tortuosity related to retinopathies of prematurity. In
(Sodi et al., 2013) the relation of tortuosity and the Fabry
disease is discussed, while in (Li et al., 2010) an auto-
mated system for tortuosity diagnosis is described. In
(Pakter et al., 2005) the A/V ratio of retinal vessels in
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(a) Abnormal retinal image

(b) Manual annotation

Figure 1: The problem of vessel segmentation

hypertension patients is investigated, and accordingly,
methods for the classification of artery and vein vessels
and the automated calculation of the A/V ratio is pre-
sented in (Vézquez et al., 2013) and (Niemeijer et al.,
2010a), respectively. In (Chapman et al., 2002), the as-
sociations between peripheral vascular disease and the
abnormal arteriolar diameters at bifurcations of the vas-
culature are investigated, and automated methods for the
measurement and characterization of bifurcations is de-
scribed in (Al-Diri and Hunter, 2009). The novel study
(Habib et al., 2014) discusses the associations between
the changes of retinal vascular geometry and the pro-
gression of retinopathies. Age related rarefraction in the
fractal dimensions of the vascular system and the cor-
respondence between the fractal dimension and the risk
of stroke is discussed in (Azemin et al., 2012; Kawasaki
et al., 2011).

As a summary, and also according to the thorough and
excellent overview of image processing issues related to
retinal images in (Trucco et al., 2013), there is substantial
interest in automatically segmenting the vasculature and
measuring its properties.

The problem of segmenting the vascular system is il-
lustrated in Figure 1 with a diseased fundus image and the
corresponding manual (ground truth) annotation.

The paper is organized as follows. In the next section
we give a short overview on previously published vessel
segmentation techniques, in Section 3, a detailed descrip-
tion of the proposed method is given. A quantitative and
comparative evaluation is presented in Section 4 and fi-
nally, a short summary is given in 5 and some conclusions
are drawn in Section 6.

2. Related work

In the last decades, many algorithms have been pub-
lished for vessel segmentation in fundus images. In the rest
of the section we give a short overview with some remarks
on the essence of these techniques.

Probably the first result on the segmentation of the vas-
cular system comes from 1989, where the use of matched
line segment filters with Gaussian profiles was proposed

(Chaudhuri et al., 1989). In the first half of the 90’s, sev-
eral papers were published on the segmentation of the vas-
culature in angiograms, in (Liu and Sun, 1993) a recursive
tracking algorithm is described, and the vessel profiles are
modelled by Gaussian functions and an adaptive track-
ing technique is used in (Zhou et al., 1994). Although
these methods can be adapted for the segmentation of the
vascular system in regular retinal images, many further
methods have been proposed in the upcoming two decades.
A neural network based method is described in (Gardner
et al., 1996) for the classification of rectangular regions
of the fundus image, the pixelwise neural network based
classification is preceded by principal component analysis
in (Sinthanayothin et al., 1999) and fuzzy c-means clus-
tering is applied along vessel profiles for segmentation in
(Tolias and Panas, 1998). A method based on the track-
ing of Gaussian and Kalman filter responses is proposed
in (Chutatape et al., 1998) and dual edge tracking in the
Canny edge map is applied in (Can et al., 1999).

The work (Hoover et al., 2000) has boosted the devel-
opment of vessel segmentation techniques by publishing a
database (STARE) containing 20 fundus images and two
manual annotations for each image. Later on, another
database called DRIVE has been made available (Niemei-
jer et al., 2004), and in a corresponding paper the authors
gave a k-nearest neighbor classification based solution in
(Staal et al., 2004). Although these two databases can be
considered as the de facto standards of evaluation, it is
worth to notice that they contain images of much lower
resolution than the ones used in nowadays practice.

In (Jiang and Mojon, 2003), a threshold probing ap-
proach is described, while the authors of (Martinez-Perez
et al., 2007) and (Vlachos and Dermatas, 2010) extended
the multiscale analysis by some tracking features. In (Soares
et al., 2004), 2D Gabor filter responses are used as features
for supervised multivariate Gaussian mixture model based
classification. Various matched filtering based techniques
are proposed in (Gang et al., 2002; Al-Rawi and Karajeh,
2007; Al-Rawi et al., 2007; Cinsdikici and Aydin, 2009)
and the vasculature is modelled by Hermite polynomials
in (Wang et al., 2007; Lupascu et al., 2013). Unsuper-
vised texture classification is proposed in Bhulyan et al.
(2007) and support vector machine (SVM) based classi-
fication using line operator features is described in Ricci
and Perfetti (2006). Specialized snake algorithms and ac-
tive contour models are proposed in (McInerney and Ter-
zopoulos, 2000), (Espona et al., 2007) and (Al-Diri et al.,
2009). The divergence of gradient vector fields is utilized
for segmentation in (Lam and Yan, 2008). Some authors
(Walter and Klein, 2001; Zana and Klein, 2006; Mendonga
and Campilho, 2006) apply morphological operators utiliz-
ing that vessels are usually darker than their background.

Recently, the authors of (Marin et al., 2011) used gray-
level features and grayscale invariant-moments with SVM
classification. In (Xiao et al., 2013) and (Kovécs and Ha-
jdu, 2011) probabilistic Bayesian methods are extended
by spatial constraints and an advanced statistical tracing
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Figure 2: Flowchart of the proposed method

technique is proposed in (De et al., 2014). The authors of
(Yureidini et al., 2012) use RANSAC-fitting of ideal vessel
templates, while (Wihandika and Suciati, 2013) integrates
the extraction of the optic disc with the segmentation of
the vasculature to increase efficiency. In (Lupascu et al.,
2010), AdaBoost is used with several features, including
Frangi-vesselness (Frangi et al., 1998), while the authors
of (Fraz et al., 2012a) apply ensemble classification tech-
niques for segmentation. A novel multi-scale approaches
are described in (Moghimirad et al., 2012; Nguyen et al.,
2013). In (Orlando and Blaschko, 2014), an SVM based
method is described with connectivity constraints on the
segmentation. The authors of (Lam et al., 2010) recently
introduced a novel publicly available database containing
high resolution fundus images (HRF), and proposed a mul-
ticoncavity based technique for the segmentation of vessels
Surveys and overviews of retinal vessel segmentation algo-
rithms can be found in (Niemeijer et al., 2004) and (Fraz
et al., 2012b). A thorough overview of the current issues
of retinal image processing (including the segmentation of
vessels) can be found in the study (Trucco et al., 2013).

3. The proposed method

The proposed method consists of four consecutive steps.
First, some preprocessing is performed including the ex-
traction of the region of interest (ROI) covering the FOV
and the extension of the image content over the bound-
aries of the ROI to prevent the segmentation method from
extracting the ROI border as vessel. In the second step,
template matching is applied to yield a highly precise bi-
nary segmentation. The third step reconstructs the con-
tours of the binary segmentation to have similar character-
istics as the contours of manual annotations in the training
database. Finally, the fourth step extracts some further
thin and low contrast vessels using the already computed
results of previous steps. For a better insight, the flowchart
of the proposed method is given in Figure 2, as well.

Before starting to discuss the steps of the algorithm in
details, we introduce some basic notations. The red and

green channels of an RGB retinal image are denoted by
Iz and Ig with Ip,Ig € {0,...,255}%C where R and
C denotes the number of rows and columns of the images,
respectively. Vectors are denoted by boldface typesetting,
the coordinates of a pixel are represented by a two dimen-
sional vector p = (4,j) € {0,...,R—1} x{0,...,C — 1}
and the intensity of image I € {0,...,255}%*¢ at coor-
dinates p = (4, 7) is denoted by Ig[p] or Ig[i, j], assuming
0<i< Rand 0 < j < C. Sets are denoted by calligraphic
letters, like R C {0,1}#*C. Since the proposed method
deals with many local and global quantities and parame-
ters, for the sake of readability we use textual superscripts
like t'¢"9th referring to a threshold on the length of vessels.

3.1. Step 1 — Preprocessing

Preprocessing has two main goals: on the one hand,
the region of interest (ROI) covering the field of view is
extracted to decrease computational demands and get rid
of the unexpected intensity variations of the seemingly zero
background; on the other hand, the image content covered
by the ROI is extended over the ROI boundary to improve
the local statistics of pixels close to the border of the ROI.

3.1.1. ROI extraction

Computational demands can be highly decreased if the
operations of the proposed method are carried out only in
those regions of the image where vessels can be expected.
Therefore, in real applications, the first step of the process-
ing of fundus images is usually the extraction of the ROI.
Besides decreasing the computational demands, the proper
segmentation of the ROI also affects the evaluation of ves-
sel segmentation methods when no ground truth ROIs are
provided with a database. Thus, the detailed description
of the extraction of the ROI is also important to make the
test results comparable with other techniques.

Due to its high energy content, the ROI extraction is
carried out using the red channel of the images. We high-
light that a simple global thresholding cannot give sat-
isfactory results, since the illumination properties of im-
ages taken under various circumstances and the brightness
within a single image can vary widely. We have developed
an iterative method based on local thresholding and giving
satisfactory results even when the images are not properly
illuminated. First, a disk of radius rg pixels is fitted to
the middle of I and an initial threshold ¢z is determined
as the mean of intensities covered by the disk. A global
thresholding of I is carried out: the pixels having in-
tensities larger than tp are added to the ROI region R.
Then, the following step is repeated to all pixels of the
image until R is unchanged. To a pixel p ¢ R a disk
of radius r pixels D, (p) is fitted, and the set of pixels
N(p) = D,,(p)N'R covered by the disk and also belonging
the ROI R is determined. The mean intensity of the red
channel at the pixels of N (p) is calculated (meanyr(p))
and pixel p is added to the ROI R if the intensity of p is
larger than the local threshold t(p) = to-meanr(p). After



the iteration, morphological hole filling is applied to the
R to yield the final ROI covering the FOV.

The radii and the threshold used in the ROI extraction
method can be varied widely without significantly chang-
ing the results. We have used the empirically selected
settings ro = 250 pixels, r1 = 13 pixels and to = 0.75
for images with various illumination properties and reso-
lutions (from 0.5 megapixels to 7 megapixels) successfully.
A subimage from the red channel of a fundus image and
the contour of the extracted ROI are visualized in Figure
3(a). The extracted ROI follows the boundary of the FOV
even though the image has several unexpected deficiencies:
the middle of the image is extremely bright; the FOV is
embedded into a rectangle of varying non-zero intensities;
and a dark strip can be observed at the bottom of the
image.

3.1.2. Extension of the image content over the ROI border
Since the green channel is the most detailed one re-
garding the vascular system and vessel related structures
(Marin et al., 2011), the rest of the proposed method op-
erates on that channel only. Either filtering or template
matching is applied, the environments of pixels near the
ROI boundary have improper characteristics: whenever a
filter or template exceeds the ROI boundary, the response
may be misleading due to the acquisition errors near the
boundary (see Figure 3(b)) and the dark background of
the FOV. In order to reduce the effects of the ROI border,
the acquisition artefacts should be removed, and the im-
age content covered by the ROI should be extended over
the boundary of the ROI, preferably preserving the struc-
ture of vessels. The method we have developed for the
extension of the image content is described below.
Examining a large set of fundus images, we have found
that only the region of width 5 pixels along the ROI bor-
der is affected by acquisition artefacts, independently from
the source or resolution of the images. Thus, the ROI R
extracted by the method described in the previous sec-
tion is eroded by a disk shaped structuring element of ra-
dius 5 pixels and the resulting set of pixels R¢"°? is con-
sidered to contain pixels without artefacts. Initially, let
I&" = Ig and we introduce the temporary set of pixels
RImP = Reo4 Suppose that the image content is to be
extended outside the ROI by L pixels in each direction.
For I =0,...,L+ 5 the following two steps are repeated:
1. For each outer contour pixel of R the following
operations are carried out:
(a) Let p denote an outer contour pixel of R*™?. First,
we would like to decide whether p is an ordinary pixel
containing useful image information or p is deteriorat-
ing the boundary of the ROI. This decision is made by
taking into consideration the intensity I&"‘[p] and the
statistics of the closest pixels covered by R¢"°¢. Partic-
ularly, the set of pixels N'(p) = Dj15(p) N R*"°¢ being
covered by R¢°? and being closer to p than [ + 5 pix-
els is constructed and the mean mean y(p) and standard

deviation stdr(p) of the intensities at the pixels of N'(p)
are determined.

(b) The intensity of pixel p is considered to belong to
the ordinary image content if

mean (py — stdyp) < I [p] < mean s (p) + stdn(p)
(1)
holds, that is, the intensity I&"*[p] is not an outlier re-
garding the statistics of the closest pixels covered by
Rered. If (1) holds, the intensity at pixel p is not up-
dated. Otherwise, the intensity I&"*[p] is updated by
the following step.
(c) First, the characteristic orientation of vessels close
to pixel p is estimated. The local gradients at the pix-
els of N(p) are computed by the Sobel-operator; the
gradients having the largest 20% of magnitudes are de-
termined and the weighted mean of corresponding di-
rections «(p) is computed, where the weights are the
magnitudes of the gradients. The angle a(p) can be
considered as the normal of vessels near pixel p. In or-
der to elongate the vessels intersecting the border of the
ROI, the intensity at the outer contour pixel p must be
updated by the intensity of the closest ordinary pixel at
any of the directions a(p) £ 7/2. Formally,

Iglp+1z], ifp+zeRred
IEp) =< Iglp—1z], ifp—2ze R (2)
meanyr(p), otherwise,

where z denotes an offset vector of length (I + 1) pix-
els and direction a(p) + m/2. The first two cases are
separated, since although the normal of the vessel is es-
timated, it is undetermined if a(p) +7/2 or a(p) — 7/2
(both directions tangential with the neighboring ves-
sel structures) points towards the useful image content.
The third case is related to the situations when no ves-
sel structures can be found in the neighborhood N (p).
Without elongated structures the estimated normal may
be tangential to R°"°?, leading a situation, where nei-
ther p+z, nor p — z points to the useful image content.
In this case the intensity of pixel p is updated by the
mean of the intensities of the closest pixels containing
useful image information.

2. The outer contour pixels of R are added to R"P.
After the procedure has finished, I§"* contains the green
channel of the fundus image extended by L layers of pixels.

To illustrate the ROI extension technique, we have vi-
sualized a subimage of the border of a fundus image before
and after the extension process in Figures 3(b)-3(d). As
one can see in the figures, the extension is smooth, keeps
the orientation of vessels and removes the tight stripe of
bright pixels (imaging artefacts) from the border.

3.2. Step 2 — Template matching and fusion

The main goal of Step 2 is to yield a highly precise seg-
mentation of vessel pixels. The vessel contours are going
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Figure 3: Illustration of ROI detection and extension. A histogram
equalized subimage of the red channel of a fundus image and the
contour of the extracted ROI (a); acquisition defects near the ROI
boundary (b); subimage after the extension of the ROI (c); subimage
after the extension of the ROI, the contour of the ROI is visualized
by white pixels (d)

to be reconstructed from these pixels in Step 3. During the

development of the method we have taken into account the

following considerations:
1. Vessels have highly varying profiles: the intensity of
vessels changes with the amount of oxygen transported by
the blood flowing in them (veins are darker than arteries);
images are usually taken under varying illumination con-
ditions and imaging devices have varying optical transfer
functions affecting the level of noise and contrast. Even
though vessels are relatively simple structures in retinal
images (dark stripes on a bright background), these is-
sues lead to many possible shapes of vessel profiles.
2. Vessels vary smoothly: shifting a vessel segment a lit-
tle along the vasculature it is still highly similar to the
underlying image content. Having a template represent-
ing one specific type of vessel segments accurately, islands
of vessel pixels can be detected by extracting the pixels
where the similarity of the template and the image con-
tent is sufficiently high.

According to the second observation, a template match-
ing framework may be suitable to identify vessel pixels
accurately. However, when the template matching frame-
work is developed, we have to decide how to handle the
issues related to the variability of vessel profiles. There
are basically three choices:

1. Handling at the level of the image — many authors use
some kind of preprocessing step to normalize the inten-
sity variations in retinal images. Global and local inten-
sity normalization techniques (like histogram equaliza-
tion, background subtraction, etc. (Youssif et al., 2006))
can reduce the intensity variations caused by the varying
illumination conditions or large bright lesions but one can

hardly expect that these simple techniques could trans-
form each vessel to have a specific, for example sinusoidal
profile (which is implicitly assumed in many techniques
using Gabor filters to model vessels).

2. Handling at the level of similarity functions — there
are many advanced similarity functions being invariant
against even non-linear intensity transforms (like the widely
used mutual information (Li, 1990) or the photometric
invariant distance function (Hel-Or et al., 2014)). When
these similarity functions are used, there is no need for
global or local normalization, since one can suspect that
the similarity function focuses on the structural similar-
ity of the template and the image content independently
from slight variations of intensity profiles. These tech-
niques usually transform the template to have a coarse
intensity resolution (e.g. 3-4 different intensity levels),
and characterize the variance of the image content cov-
ered by those pixels of the modified template that belong
to the same intensity level. The drawback of these tech-
niques is that due to the coarse intensity representation
the fine details are essentially lost.

3. Handling at the level of templates — the third way is
to handle the variability of vessel profiles at the level of
templates, namely, one can use a large set of templates
covering almost all possible vessel shapes and a relatively
simple similarity function to measure the similarity of the
image content and the individual templates. If any of
the individual similarity scores is high enough, the image
content can be considered to contain a vessel. The draw-
back of this technique is that dealing with a relatively
large set of templates increases the computing demands
of the template matching.

We follow the third way, particularly, the proposed
methods works with a large number of templates repre-
senting different kinds of vessel segments, expecting that
better segmentations can be achieved by tolerable compu-
tational demands than in the cases when the variability
of vessel profiles is handled by intensity normalization or
advanced similarity functions.

3.2.1. Weak segmentation operators

Along the considerations regarding the template match-
ing based segmentation of vessels, we introduce weak seg-
mentation operators, each of them corresponding to a par-
ticular kind of vessel template. The term ”weak” refers to
the expectation that one operator does not extract the en-
tire vasculature, rather, one operator extracts only patches
of vessels being similar to the template corresponding to
the operator. A large set of these weak segmentation op-
erators (each of them corresponding to a particular vessel
structure) is applied to the retinal image, and the resulting
patches are fused to get a highly precise segmentation of
vessels.

In order to realize the weak segmentation operators,
we need to find an appropriate similarity function; some
preferably analytic, parameterizable vessel segment tem-
plates; and a way to binarize the outcome of template



matching which is expected to be an image containing the
similarity scores of a particular template and the image
content.

The similarity function. Since the possible vessel struc-
tures are assumed to be represented by a large set of
templates, the similarity function does not have to han-
dle the possible non-linear deviations of one template and
the real vessels. Accordingly, there are only a few require-
ments against the desired similarity function. The function
should be an absolute measure to make the binarization
of the results easier; and the function should be invariant
against linear intensity transforms to make the template
matching independent from the brightness of the back-
ground and the variance of the image content covered by
the template. Probably the simplest and fastest similar-
ity function satisfying these conditions is the centralized
correlation coefficient, also known as Pearson correlation
coefficient (PCC): let v, w € RY denote a vessel template
and a window of the image, respectively. Then, the PCC
coefficient becomes

PCC(v,w) = v-_vw_w)

(3)

VIV -9, v -V (w-W,w W)

where v and w denote the mean of the coordinates of
vectors v and w, respectively.

Generalized Gabor function based templates. The use of
convolutional Gabor filters is a commonly accepted way to
emphasize linear structures in digital images. In its general
formulation a Gabor filter is composed as the product of
a complex wave and a 2D Gaussian. For linear structures
being darker than their background:

42 ) 222 N
G(o,0,\,7y|r,c) = exp <ﬂ> cos (27r£ + w) ,

202
(4)
7 =rcosf + csind, (5)
é=—rsinf + ccos, (6)

where o denotes the standard deviation of the Gaussian
controlling the spatial decay of the filter, § and A denote
the orientation and wavelength of the linear structure em-
phasized by the filter, and -y is the aspect ratio of the filter.
In practice, the spatial extents of the filter along the local
coordinate axis corresponding to coordinate r should be
limited to only one valley of the cosine wave. Accordingly,
the filter is considered to contain a discrete point (r,¢) if
(#,¢) € [-0r,...,00] X [=0¢,...,0¢] holds, where o, = o,
o. = o/v, and we suppose that for the given wavelength
parameter A the spatial decay o is selected to let approxi-
mately one valley appear in the filter. This choice of spa-
tial extents results filters having approximately sinusoidal
profiles with some exponential decay near the boundaries
of the filter making them smoothly fade into zero.

Since linear structures can have arbitrary orientations,
Gabor filters are usually used in matched filtering frame-
works. Particularly, N distinct filters are generated by

fixing the parameters o, A, v, and varying 6 in the range
[0, 7]. Each of the convolutional filters is applied to a given
pixel (i, 7) of the input image and the response of matched
filtering is defined as the maximum of the responses of the
individual filters at pixel (¢, 7). Clearly, the discretized Ga-
bor filter can be considered as a template, and the matched
filtering approach can be turned into an orientation inde-
pendent template matching technique if the convolution
operation is replaced by a similarity function. However, a
given Gabor function based template can represent only
one specific type of vessel segments accurately: having ap-
proximately sinusoidal profiles and fading into the back-
ground in both directions 6. In order to enable the rep-
resentation of a wider range of vessel structures, some fur-
ther shape parameters and the generalized Gabor function
H is introduced. Particularly, in the rest of the paper, we
use the templates based on the function
732 + 57262
H(o,0,),7,q,08|r,¢) =exp ( 552
q

T e I

where 8 € {0,1} and ¢ € RT holds. First, the role of
the binary parameter 8 used to disable the term ~2¢? in
the exponent is discussed. Simple Gabor function based
templates have an exponential decay in every spatial di-
rection, including +60 and 6 & 7/2, so they can represent
only those parts of the vascular system properly, where
the intensities are increasing along the vessels in both tan-
gential directions +60. By setting § = 0 and disabling the
term v2¢2, the exponential decay in the directions 46 is
removed, thus, the template can represent those parts of
the vascular system, where the profiles of vessels do not
change along the vasculature significantly. We highlight
that when the exponential decay in directions +6 is dis-
abled by setting § = 0, the parameter ~ still affects the
template by controlling its spatial extent as described be-
fore. The role of the exponential parameter ¢ is to enable
non-linear deviations from the sinusoidal profile. Clearly,
the templates based on H can represent a wider variety
of vessel segments than templates based on G, since G is
a special case of H, by choosing ¢ = 1 and 8 = 1. Some
templates corresponding to specific parameter settings are
visualized in Figure 4.

In order to qualitatively validate the choice of PCC as
a similarity function, we have performed template match-
ing by a specific set of orientation invariant Gabor tem-
plates using inner product (IP), simple correlation coeffi-
cient (CC) and PCC as similarity function and compared
the results in Figure 5. As one can see in the subfigures,
both IP and CC are affected by the brightness of the image
content, therefore, the border of the optic disc gives sim-
ilar responses as relatively thin vessels. On the contrary,
PCC gives low responses at the border of the optic disc,
although the noise of the background is definitely larger.
Nevertheless, the PCC responses at vessel pixels are still
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higher than the responses on the background, thus, we can
expect that even a simple binarization technique can dif-
ferentiate vessels from the background when PCC is used.

Binarization of the outcome of template matching. For a
given combination of parameters o, A, 7, ¢, [/ one can
generate an orientation invariant set of generalized Ga-
bor function based templates, carry out template match-
ing with PCC as a similarity function and get an intensity
image, where high scores are related to vessel structures.
In order to extract patches of vessels being similar to the
vessel templates represented by the parameters, one has
to binarize the outcome of template matching. A similar
problem appears in the well known Canny edge detector,
where the image containing edge magnitudes has to be bi-
narized by following the ridges in the image. Thus, the
region growing method (also known as hysteresis thresh-
olding) used in the Canny edge detector seems to be an
appropriate method for binarization. First, the image con-
taining similarity scores is thresholded at level ¢;, and the
foreground pixels are considered to be the seed points of an
iterative region growing method. Then, pixels having in-
tensities larger than ¢; and being connected to seed points
are added to the set of seed points recursively. When no
further pixels can be added to the set of seed points, the
operation stops and the final set of seed points is con-
sidered as the foreground of binarization. With properly
selected t;, and t; thresholds one can extract vessel pix-
els having local environments similar to the template de-
scribed by the parameters o, A, 7, ¢, 8 and function H.
In Figure 6, we have visualized the seed points and the
result of hysteresis thresholding applied to the outcome of
template matching. As one can observe, some settings of
tn and t; lead to highly precise segmentations in the sense
that only real vessel pixels are segmented as foreground
(as desired), while other combinations lead to noisy, prac-
tically useless results.

The introduction of weak segmentation operators. As a
composition of template matching by generalized Gabor
function based templates and hysteresis thresholding, we
introduce weak segmentation operators W(o, A\, v, q, 8, tn, t1)
by the following operation: W applies orientation inde-
pendent template matching using the templates specified
by H(o,in/N,\,v,q,8), i =0,...,N, PCC as similarity
function, and performs hysteresis thresholding on the out-
come of template matching with thresholds ¢, and ¢;. As
a technical detail we mention that the choice N = 30 was
found to give satisfactory results, thus, the angular reso-
lution 6° is used throughout the paper.

8.2.2. Training of weak segmentation operators

The parameters of the weak segmentation operators
can be divided into two groups. Parameters A, v, ¢ and
[ are responsible for the intensity distribution of the tem-
plate, thus, these parameters determine the shape of the
vessel structure recognized by the operator. Later on, we
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Figure 4: Templates based on various parametrizations of the func-
tion H(o,0,\,7,q,3). In both cases, the settings o = 10, A = 16,
0 =0,v=0.7, ¢g =1 are varied by changing one of the parameters:
0; =8+, A\ =8+2i, p; =172, ¢ =4%,0; =i%,7=0.7+0.2i

intend to use a large set of weak segmentation operators
by specifying the shape descriptor parameters explicitly to
make the templates corresponding to the operators cover
the possible vessel structures (by making the parameters
cover the reasonable range of the parameter space uni-
formly). Contrarily, the parameters o, ¢, t; are related to
the nature of the problem: the level of noise in the images,
the contrast of the vessel borders, etc. For a given settings
of shape descriptors A, 7, ¢, 8 the proper values of o, tp,
t; have to be trained.

Training of one weak segmentation operator. In order to
simplify the notations, we introduce two multidimensional
parameters for the weak segmentation operators, namely
s = (A, 7,q,08) is related to the shape of the template,
n = (o,tg, t1) is related to the nature of the problem and
the notation of a weak segmentation operator is simplified
to W(s,n).

Given an explicit setting of the shape descriptor param-
eter s, the goal of training is to find the parameter n lead-
ing to a highly precise segmentation of vessel pixels. The
training goes on by following a simulated annealing (Kirk-
patrick et al., 1983) based stochastic optimization process
respecting the maximization of a target function measur-
ing how precise the segmentation is. In the rest of the
paragraph we give the outline of training by simulated an-
nealing. Let n(*) denote the parameter combination at the
kth iteration of the optimization process and T'(n*)) the
corresponding value of the target function. For a random
combination n*+1) the operator W (s,n**+1)) is applied
to the images of the training database, the segmentation
results are evaluated and the target function 7'(n**1) is
determined. The combination n*+1) is accepted if the
target function has increased (T'(n®**+1) > T(n®)), or
exp (T(n*+1) — T(n®))/Z) > r holds, where Z denotes
the temperature of the system being decreased as the iter-
ations go on and r denotes a uniformly distributed random
number in the range [0,1]. Otherwise, the update of the
parameter is reverted: n**1) = n*)_ Tt is worth noting



Optic disc

(a) Input image

(c) Correlation coefficient (CC) (d) Pearson correlation coeffi-

cient (PCC)

Figure 5: The extended green channel image I and the result of
template matching with various similarity functions for the parame-
ter setting o =3, A\=8,¢Y ==, v=0.5,0 € {0,7/30,...,7 —w/30}

that any other randomized optimization method could be
used, as well.

We emphasize again that we do not expect one weak
segmentation operator to segment all vessel pixels, rather,
we expect one operator to find vessel pixels surely belong-
ing to the foreground. Accordingly, the target function we
have chosen to navigate towards the optimal parameter n
for a given s is based on the precision (referring to the per-
formance measure in binary classification), also known as
positive predictive value (PPV) of the segmentation: let
TP denote the number of correctly classified vessel pix-
els in the database and AP the overall number of pixels
classified as vessel; then, the positive predictive value is
defined as PPV = TP/AP. Higher PPV means more
real vessel pixels and less background pixels classified as
foreground. Since segmentation always has errors, the de-
sired highest PPV values are usually reached when TP is
small and TP ~ AP. In order to extract more pixels, the
conditions are slightly weakened: small errors are allowed
by introducing e-insensitive PPV as the target function
of optimization. Particularly,

Tm) = { PPV,
TP,

Maximizing the target function means to find the param-
eter setting n that provides PPV > 1 — ¢ and TP is as

if PPV <1 —F,
otherwise.

(9)

(a) (b)

(©) (d)

Figure 6: Seed points (black) and foreground pixels
(gray) after segmentation by weak segmentation operators
W(4,12,0.5,1,0,1,0.7,0.6) (a)-(b) and W (4,12,0.5,1,0,1,0.5,0.4)
(¢)-(d)

large as possible. Obviously, the target function leads to
misclassified foreground pixels, however, we expect that
these errors do not interfere when several weak segmenta-
tion operators with various parameters are used, and can
be removed by simple image processing techniques in a
later step. If the condition PPV > 1 — e cannot be satis-
fied for a given shape descriptor parameter s, the operator
with parameters s is discarded. This can be interpreted as
the setting s = (A, 7, ¢, 8) describes templates that cannot
be distinguished from the background and noise precisely
enough.

The method described in this paragraph can be used
to train the parameter n of one specific weak segmentation
operator W (s, n) for a given shape descriptor s. In order
to gain a highly precise segmentation of the entire vascula-
ture, we have to train many weak segmentation operators
with various settings of s related to the various types of
vessel structures and unify the results of the individual
operators.

We introduce the notation S = A x I' x Q x B for
the set of reasonable parameter combinations of shape de-
scriptors and W(S) to denote the set of weak segmentation
operators W(s,n), where s € S holds and n is trained by
the method described before. For example, using the pa-
rameters A = {6,7,...,24}, ' = {0.4,0.5,...,1.2}, Q =
{0.166,0.2,0.25,0.33,0.5,1,2,3,4,5,6}, B = {0,1}, and



e = 0.05, the cardinality of the set S becomes 3762. Af-
ter the training of weak segmentation operators on the 20
training images of DRIVE, the cardinality of W(S) be-
comes 3340, showing that there were approximately 400
combinations of shape descriptors that cannot represent
vessel structures with sufficiently high PPV scores. The
smallest wavelength A = 6 pixels appearing in A is se-
lected by the following consideration: if the wavelength of
a sinusoidal wave is 6 pixels, the width of one valley be-
comes 3 pixels, that is, the cross section of the template
contains one dark pixel in the middle having one bright
pixel on both of its sides. Clearly, a template having a
profile like this represents vessels of width 1 pixel. As a
general rule, we can state that independently from the res-
olution of the images, the use of weak segmentation opera-
tors having wavelengths smaller than 6 pixels is worthless.
Similar considerations were used to select the maximum
wavelength A = 24 pixels, taking into account the width
of the thickest vessels appearing in the DRIVE database.
The smallest parameter in the set I corresponds to ves-
sel segment templates having more than two times larger
length than width. Considering the nature of vessels, it is
unlikely that much longer straight vessel segments would
appear. The largest parameter v = 1.2 in the set I' de-
fines vessel segment templates having slightly larger width
than length. If the v is further increased, the templates
do not represent line segments any more. Finally, due to
the non-linear effect of the exponential parameter ¢, and
the fast convergence of 2%, x € [0,1] as ¢ — 0 or ¢ — o0,
the settings ¢ € [0,0.166] or ¢ > 6 lead to highly similar
templates as the ones ¢ = 0.166 or ¢ = 6, respectively.

Finding the optimal set of weak segmentation operators.
Depending on the cardinality of set S, W(S) can contain
thousands of weak segmentation operators, making the
proposed method computationally intractable in practice.
In order to reduce the computational demands and achieve
better segmentation results, the raw set W(S) of weak seg-
mentation operators is reduced. Computational demands
can be decreased by removing the subset O C W(S) if
the pixels classified by the operators in O as vessel are
classified by the operators in W(S)/O in the same way.
Better segmentation can be achieved by removing the sub-
set O C W(S) that produces interfering true positive but
less interfering false positive matches with the operators
in W(S)/0.

Examining all subsets of W(S) is computationally in-
feasible. Suboptimal but acceptable results can be achieved
by applying the commonly used backward feature subset
selection (BFSS) method to the set W(S) with a properly
chosen target function. Namely, let W = W(S) initially.
Then, we repeat the following step while the target func-
tion increases: for each W € W’ the images of the training
database are segmented by the weak segmentation opera-
tors in the set W'/{W}, the binary outcomes are unified
by applying pixel-wise ”or” operation and the target func-
tion is computed; if the highest value of the target function
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Figure 7: Segmentation results corresponding to specific steps of the
proposed method. Manual segmentation (ground truth) (a); Step
2: fused segmentation of the operators Wreduced(S) (b); Step 3:
edge reconstruction (c); Step 4: addition of thin vessels (d); the
rectangular region enlarged before and after the addition of thin
vessels (e)-(f)

is reached at W/ /{W*}, let W = W'/{W*}. The target
function we have chosen for the BFSS method is the ac-
curacy of the segmentation results: the ratio of correctly
classified pixels and all pixels of the training database.
After the iteration has finished, the set W’ contains the
reduced set of weak segmentation operators, denoted by
Wred(8S) for better readability.

For illustration, we have applied the proposed BFSS
technique to the set W(S) of 3340 operators introduced
in the previous paragraph. In the resulting set W4(S)
the number of operators decreased to 384 having tractable
computation demands.

3.2.3. Fusion of the binary outcomes of weak segmentation
operators

So far, we have trained and selected the computation-

ally tractable Wre4(S) set of weak segmentation operators.

After the preprocessing of an unseen input image, the op-



erators in W?(8) are applied to the input image, yielding
[Wred(S)| binary images, each of them corresponding to a
specific kind of vessel structure. In order to yield one bi-
nary image as the outcome of Step 2, the results of the in-
dividual operators are fused by applying a pixel-wise ”or”
operation. However, since the outcomes of the operators
may contain some foreground pixels related to noise, the
fusion is preceded by some filtering based on the shape of
the connected foreground components. Particularly, the
connected foreground components in the outcomes of the
individual operators are extracted (the objects in Figure
6(c) show examples for these components), and a compo-
nent is added to the fused result by pixel-wise ”or” op-
eration if it is sufficiently elongated. The elongatedness
can be measured by the circularity of the component de-
fined by 47 A/P?, where A and P denote the area and the
perimeter of the object. Obviously, the more elongated
a component is, the smaller its circularity becomes, thus,
an object is added to the outcome of Step 2 if its circu-
larity is smaller than a specific threshold t"¢. We have
found empirically that the choice t“"¢ = 0.3 gives satis-
factory results, independently from the source of images
being segmented. We also note that small variations of
this threshold do not change the results at all.

To illustrate the fusion of the individual binary segmen-
tations and enable the comparison with the ground truth
annotation, we have used the set W4(S) containing 384
operators (being introduced in the previous paragraph) to
apply Step 2 of the proposed method to a test image and
visualized the binary outcome and the ground truth anno-
tation in figures 7(b) and 7(a), respectively.

3.3. Step 3 — Reconstruction of vessel contours

So far we have introduced some simple weak segmen-
tation operators and a fusion technique to yield highly
precise segmentations in the sense that the majority of
foreground pixels in the fused outcomes of Step 2 are real
vessel pixels. Since the individual weak segmentation op-
erators extract mainly the center lines of vessels, we cannot
accept the fused result as final segmentation: many false
negative classifications appear along the borders of vessels.
In the current step we focus on the reconstruction of ves-
sel contours to gain a highly accurate segmentation of the
entire vasculature.

Considering the intensity profile of a vessel, relatively
small intensities appear in the middle and increase towards
the vessel walls. Ideally, the contour pixels of a segmenta-
tion should have the same relative intensity respecting the
minimum intensity of the vessel profile and the mean inten-
sity of the background. Since the sensitivity of the visual
perception of human observers varies with the wavelength
of the stimulus (Deriington and Lennie, 1984) and the im-
ages have finite resolution, we assume that this is not the
case in practice. We expect that the position of true vessel
contours varies with the width and contrast of vessels.

In order to validate these expectations, we introduce
three measures to characterize the contour pixels of seg-
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outer contour pixel (p)

(a) Vessel segment

(b) Corresponding manual seg-
mentation

Figure 8: Measuring the width of a vessel

mented vessels: the width (w) of the segmented vessel
passing by, the dynamic range (d) of the vessels and the
relative intensity (r) at the contour respecting the mini-
mum intensity of the vessel profile and the mean intensity
of the background.

3.3.1. Measuring the width, dynamic range and relative
intensity at contour points

Worth to notice that there are some recent studies fo-
cusing on measuring the width of vessels in retinal images
(Lupascu et al., 2013). These methods usually fit a para-
metric surface model to the vessel and estimate its width
by the analytic parameters of the fitted model. Contrar-
ily, what we need is to estimate the width of already seg-
mented vessels at their inner and outer contour points.
The method described below gives an extremely fast solu-
tion with satisfactory accuracy.

Let p denote an inner or outer contour pixel of a seg-
mented vessel (for illustration we have visualized a real
vessel segment and the corresponding manual annotation
in figures 8(a) and 8(b), respectively). In order to find
the width of the vessel being tangential to this pixel, we
have to get a robust estimation of its normal vector. Sobel
operators are applied to the contour pixels of the binary
image in a close neighborhood and the mean of the gra-
dient directions is computed. We have found empirically
that a disk shaped neighborhood with the radius of 5 pix-
els gives satisfactory results. In Figure 8(b) pixels with
dotted border indicate the region, where the gradient di-
rections are averaged. Let «(p) denote the mean of the
gradient directions. A line segment is fitted to p at an-
gle a(p) (gray dots in Figure 8(b)), and the pixels where
the line segment intersects the inner and outer contours
of the other side of the vessel are located. Then, if p is
an inner contour pixel, the width of the vessel tangential
to p is estimated as the Euclidean distance of p and the
outer contour pixel intersected by the line segment at the
other side of the vessel. Similarly, if p is an outer contour
pixel, the width of the vessel is estimated as the Euclidean
distance of pixel p and the inner contour pixel intersected



by the line segment at the other side of the vessel. In order
to make the estimations smooth along the vasculature, the
width w(p) of the vessel tangential to p is defined as the
mean of the estimated widths in the close neighborhood.

Measuring the dynamic range of a vessel tangential to
p is carried out similarly to the measurement of width:
the line segment normal to the vessel is divided in two
regions: the intersection of the line segment and the vessel
(Lv (p) - denoted by light gray dots in Figure 8(b)), and
the intersection of the line segment and the background
(Lp(p) - denoted by dark gray dots in Figure 8(b)). The
dynamic range is defined as the difference of the minimum
intensity min.,, () covered by region Ly (p) and the mean
intensity mean ,py covered by region Lp(p):

d(p) = max {mecm[;B(p) — Ming, (p), 0} (10)

Finally, the relative intensity of the contour pixel re-
specting the mean intensity of the background and the
minimum intensity of the vessel profile is defined as:

Ig[p] — ming, (p) 1} 0}
meang ,py — ming, )y ) )
(11)
The value r(p) € [0,1] represents the normalized rel-
ative intensity of the contour pixel p within the range
[ming, (p), meanc, (p)], thus, 7(p) characterizes the po-
sition of the contour on the normal of the vessel taking
into account only the intensity relations.

r(p) = max nin §

8.3.2. Characterization of relative intensities at the con-
tour points

As mentioned before, we assume that the relative inten-
sities depend on the dynamic range and width of vessels.
Accordingly, we have computed the means of relative in-
tensities at the inner and outer contour points of vessels
having specific width (w) and dynamic range (d) proper-
ties in the manually annotated training databases DRIVE,
STARE and HRF; arranged the values to form two sur-
faces ry(w,d) and ro(w,d) corresponding to the relative
intensities at inner and outer contours, respectively; ap-
plied some smoothing with a small averaging kernel; and
plotted some geodesics in Figure 9.

It can be observed, that the shape and distance of the
curves is highly similar, independently from the scale of the
images (the resolutions of the images in STARE and HRF
are approximately 1.3 and 4.5 times larger than those of
DRIVE, respectively) and the dynamic range: for thin ves-
sels the relative intensities are small and increase until the
width of approximately 8 pixels is reached. Then, a slower
but coherent convergence of the curves can be observed as
the width of the vessels increases towards the maximum.
Another interesting property is that independently from
the dynamic range or database, the distance of the curves
decreases as the width of the vessels increases. The most
characteristic difference of the curves extracted from vari-
ous databases is their vertical position. The height of the
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curves extracted from STARE and HRF is similar, but the

curves of DRIVE are remarkably higher. Based on these

observations we can assert that
1. the position of vessel contours (represented by their
relative intensities) varies with the width of the vessels
and slightly varies with the dynamic range of vessel pro-
file;
2. in order to reach highly accurate segmentation results
by the reconstruction of vessel contours, one must take
into account the information about the position of the
contours represented by the relative intensity surfaces.
3. although the surfaces are basically similar, the most
conspicuous difference between them is their vertical po-
sition when the surfaces of various databases are com-
pared. We assume that the heights of the surfaces are
related to the quality of vessel edges (like sharpness and
the level of noise, essentially affected by the characteris-
tics of the imaging device). Accordingly, when the sur-
faces extracted from a specific set of images are used to
reconstruct the vessel contours of images taken under dif-
ferent circumstances, the transformation of the relative
intensity surfaces to the unknown ones could possibly
increase the accuracy of segmentation. Later on, in Sec-
tion 3.5, we present a technique for the blind estimation
of a multiplicative factor that can be used to transform
the relative intensity surfaces extracted from a training
database to the unknown surfaces of images taken under
different circumstances.

In order to reconstruct the characteristics of contours
measured in the training database, the contours of the bi-
nary outcome of Step 2 have to be adjusted. Moreover,
it can happen that several layers of outer contour pixels
have to be added to the foreground to reach the desired
similarity of relative intensities extracted from the train-
ing database and measured at the contour pixels of the
binary segmentation. For the sake of readability the de-
scription of the proposed contour reconstruction technique
is separated in two subsections: first, the iterative adjust-
ment of one layer of contour pixels is described, then, the
scheduling of the iterative adjustment involving one layer
of contour pixels is discussed.

8.3.8. The iterative solution for one layer of contour pizels

Probably the most obvious and simple way to recover
the desired relative intensities at the contour pixels of a
binary segmentation is defining some target function mea-
suring how the surfaces r;(w,d) and ro(w, d) fit the cur-
rent segmentation, and adjusting the binary labels of con-
tour pixels randomly towards the extremum of the target
function.

Let C denote the set of contour pixels being involved
in the iterative optimization procedure. The core of the
iteration is a simple, pixel-wise operation described be-
low. For a pixel p € C the score so(p) = s(p) is com-
puted; the binary label at pixel p is negated if the modi-
fication does not make a connected vessel component dis-
connected; and the score of the modified binary image is
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Figure 9: Relative intensity curves measured on various databases

computed as s1(p) = s(p). The new label at pixel p is
kept, if so(p) > s1(p), otherwise the modification is re-
verted. This simple operation is repeated for the contour
pixels in C until convergence.

The score function is defined as follows. Let r(p), w(p)
and d(p) denote the measured relative intensity, width and
dynamic range of the vessel passing by pixel p, respec-
tively, and let p be an inner contour point. We can use
the measured r(w, d) surface to estimate the ideal relative
intensity at the contour of a vessel having width w(p) and
dynamic range d(p). However, since the measured surface
is known only at some discrete coordinates, while w(p)
and d(p) can take any real value, bilinear interpolation
is applied to evaluate the function r;(w, d) and determine
the expected relative intensity 7#(p) = r;(w(p),d(p)) at
pixel p. If p is an outer contour pixel, the desired ideal
intensity is derived analogously from the surface ro(w, d).
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Let the term

e(p)

_ Jmax{0,7(p) — 7#(p)},if p is inner contour point,
B r(p)},if p is outer contour point,

(12)
measure the error of the estimated and desired relative in-
tensities. This error term is part of the score function eval-
uated before and after the binary label of p is changed. If p
is an inner contour pixel and its relative intensity is smaller
than the desired relative intensity, it means that the pixel
is closer to the center of the vessel than the inner contour
pixels of vessels having similar width and dynamic range in
the training database. In this case the error becomes zero,
since the pixel should not change its label during the opti-
mization process. However, changing the label of p to the
opposite, it becomes an outer contour pixel, with a large
error, thus, the error term suppresses to keep the original
foreground label of p. The error term behaves similarly
if p is an outer contour pixel and its relative intensity is
larger than the desired one. If p is an inner contour pixel
and r(p) is larger than the ideal, the error term measures
the distance of r(p) from the ideal #(p) intensity. Chang-
ing its label to the opposite, the error term measures the
distance of r(p) from the ideal relative intensity of outer
contour pixels of vessels with similar width and dynamic
range. The smaller value of the error term indicates the
true label of p. The error term has similar behavior if p is
an outer contour pixel and r(p) is smaller than the ideal.
Consequently, the error term e(p) suppresses a label con-
figuration providing relative intensities being similar to the
ideal one. In order to avoid cracked edges, and ensure local
smoothness, another term is added to e(p) measuring the
similarity of labels in a local neighborhood. Particularly,
the smoothness term becomes w™ (1—n(p)/8), where n(p)
measures the number of 8-neighbors of p having the same
binary label as p, and w™ € R is a control parameter re-
sponsible for the strength of smoothing. Then, the score
function s(p) becomes:

max{0, 7(p) —

e(p) +wnb 1— m
ro(w(p),d(p)) —rr(w(p),d(p) 8
(13)

The error term is normalized by the distance of the
relative intensity surfaces of inner and outer contours to
prevent the score function from preferring thick vessels,
where the distance of the curves and consequently the er-
rors of the reconstruction are smaller.

The iterative optimization process repeats the previ-
ously described pixel-wise operation based on this score
function for all contour pixels in C until convergence. How-
ever, filling C with inner and outer contour pixels leads to
ambiguous results, since the edges of the vasculature may
become leaky if an inner contour point is removed, and a
neighboring outer contour point is added to the foreground
in the same time. Thus, the proposed iterative optimiza-
tion technique is applied sequentially to layers of inner and
outer contour pixels of the foreground as described in the

s(p)



next subsection.

83.8.4. The contour reconstruction process
The strategy of the proposed contour reconstruction
technique is summarized in the following points:
1. We can expect that the adjustment of vessels having
extremely small dynamic ranges is ambiguous, since they
can hardly be differentiated from the background. Ac-
cordingly, a contour pixel is not adjusted if the dynamic
range of the vessel passing by is less than ¢
2. In the first phase, C contains the inner contour pix-
els of the vasculature and the iterative optimization de-
scribed in the previous subsection is applied until conver-
gence. Since the weak segmentation operators introduced
before tend to extract the center lines of the vessels, we
expect this step to carry out only small adjustments on
the contour of the segmented vasculature, and do not
expect that more adjustment of inner contour pixels is
required. Thus, the next steps involve outer contour pix-
els only. Two technical details are also noted here:

(a) The neighborhood term in the score function s(p) is
disabled if p is an inner contour pixel and the width of
the vessel passing by is smaller than 2 pixels, since the
local 8-neighborood of the inner contour pixel p may
contain pixels of the outer contour of the opposite side
of the vessel and lead to unexpected behavior.

(b) When a vessel unexpectedly end at the border of a
bright lesion or fade into the background, the estimated
normal of the vessel at the end point becomes parallel
with the vessel and the brightness of the background can
suppress the removal of inner contour pixels, shortening
the extracted vessels. This undesired behavior is pre-
vented by extracting the end points of the segmented
vasculature and forbidding the removal of these fore-
ground pixels during the adjustment of inner contours.

3. In the second phase, C is filled with the outer contour
pixels of the binary segmentation having already adjusted
inner contours, and the iterative optimization technique
described in the previous section is applied until conver-
gence. We expect this step to increase the width of vessels
by adding outer contour pixels to the foreground of the
segmentation, if required. In the case of tick vessels the
addition of one layer of outer contour pixels can rarely
reconstruct the real width of vessels. Thus, the adjust-
ment of outer contour pixels is repeated layer-by-layer
until the set of outer contour pixels becomes unchanged.
The proposed approach for the reconstruction of ves-

sel contours has basically two free parameters: the con-
trol parameter of the local smoothness term w™ and the
threshold of the dynamic range t?". The optimal value of
both parameters is determined by training on the images
of a manually annotated training database. For the illus-
tration of the proposed technique, Figure 7(c) presents the
test image with reconstructed contours. The free parame-
ters we used are the ones trained on DRIVE: w™ = 3.145
and t% = 10. As one can observe, the widths of thick
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Figure 10: Illustration of the iterative contour reconstruction pro-
cess: the binary segmentation after Step 2 (a), the binary segmenta-
tion after contour reconstruction (b). Some examples for the recon-
struction of junction points are emphasized by grey rectangles

vessels became similar to that of the manual annotation,
while the widths of relatively thin vessels have not changed
significantly, as expected.

A common weakness of template based vessel segmen-
tation techniques is that the similarities near junction points
of the vasculature (especially near the junction points of
arteries having a bright stripe in the middle) are usually
low, resulting fragmented segmentations (see the junction
points in Figure 10(a)). As a limitation of the proposed
method, these structures cannot be modelled accurately
enough with the Gabor function based templates we use.
Nevertheless, the contour reconstruction technique implic-
itly attempts to reconstruct junctions: the relative intensi-
ties at the outer contour pixels of the erroneous end points
of vessels are close to zero, since the estimated normals are
parallel with the vessels. Consequently, outer contour pix-
els are added near the end points and many of the junctions
become reconstructed by the proposed method in this way
(see Figure 10(b)). In order to make the entire vasculature
connective, the reconstruction of all junctions would be re-
quired. This could be accomplished in a Hidden Markov
Model based framework by optimizing an energy function
consisting of a connectivity term and a probability term
describing how well the added vessel pixels fit the distri-
bution of nearby vessels.

8.4. Step 4 — Addition of thin vessels

By thin vessels we mean the vessel segments after the
third-fourth bifurcations of the vascular tree, independently
from the resolution of the images. These vessels have poor
contrast, in many cases fade into the background, further
bifurcations can rarely be observed. As one can see in Fig-
ure 7(d), many thin vessels are still missing after Step 3.
We have identified three issues deteriorating the segmen-
tation of thin vessels by weak segmentation operators:

1. The annotation of thin vessels is ambiguous — we have
found many thin vessels unannotated but being highly



Figure 11: Illustration of the problems related to the segmentation
of thin vessels. The ambiguity of annotations (a)-(d); an image con-
taining artificial Gaussian noise (e); and the outcome of template
matching on artificial noise (f)

similar to annotated ones. For illustration, we have vi-
sualized two thin vessels (after histogram equalization
for visibility) and the corresponding manual annotations
from database DRIVE in Figures 11(a)-11(d). As one can
see comparing the figures, the right hand vessel in Fig-
ure 11(a) is not annotated in Figure 11(b), while vessels
having similar contrast and scale are clearly annotated in
Figures 11(c) and 11(d).
2. Due to the finite resolution of retinal images and the
poor contrast of thin vessels, the annotations at the pixel
level cannot follow the vessel precisely. If the width of
thin vessels is 1-2 pixels, one pixel shift in the annotation
results many false positive and false negative matches
even if the segmentation seems to be correct visually.
This ambiguity of the annotation of thin vessels can also
be observed in Figures 11(a)-11(d).
3. If the width of thin vessels is approximately 1-2 pix-
els, the linear structures formed by the noise of the back-
ground can become highly similar to them. For illustra-
tion, we have visualized an image containing Gaussian
noise of standard deviation o = 3 pixels in Figure 11(e)
and the outcome of template matching by Gabor func-
tion based templates with parameters o = 2.5, A = 7,
¢=07,v=0.7 =1and ¢ =1 in Figure 11(f). As
one can see, the structures appearing in the outcome of
template matching are highly similar to fragments of thin
vessels (the brightest pixels in the outcome of template
matching represent the PCC value 0.69), even though the
input image in Figure 11(e) contains nothing more but
artificial noise.
Although the segmentation of thin vessels is hardened
by many circumstances and the direct clinical utilization
of segmented thin vessels is limited, we consider this is-

14

sue being part of the segmentation problem, and believe
that the segmentation of thin vessels can indirectly im-
prove various areas of retinal image processing (e.g. the
removal of the vasculature for microaneurysm detection or
the measurement of the fractal dimension of the vascula-
ture). Therefore, we have appended a simple step to the
proposed segmentation method for the extraction of thin
vessels being not recognized by Step 2. We note that this
step has extremely low computational demands, since it
utilizes the results already computed in Step 2.

Due to the low signal-to-noise ratio of thin vessels, the
ambiguity of annotations, and the nature of Step 2, only
small fractions of thin vessels are extracted by weak seg-
mentation operators, and these small regions are usually
filtered out, since the circularities of small fragments are
smaller than the predefined threshold. Although one weak
segmentation operator cannot extract large fragments of
thin vessels, one can expect some interference in the out-
comes of template matching when templates having vari-
ous shapes but wavelengths related to thin vessels are used,
and this is what we utilize in this step.

The wavelength related to the thinnest vessels can be
estimated in the following way. First, the widths of vessels
passing by the inner contour points of the manual annota-
tions are determined and the widths are propagated from
the contours to the rest of the foreground pixels. Then,
the foreground pixels having the smallest 1% of estimated
widths are selected. Clearly, these pixels must belong to
thin vessels. At each of the selected pixels template match-
ing is applied by the templates corresponding to the opera-
tors in the set WTe4(S), and for each pixel the wavelength
of the template providing the highest PCC score is de-
termined. The mean of these wavelengths A" can be
considered as the wavelength related to thin vessels.

Using the estimated wavelength A" the addition of
thin vessels is carried out in the following way. Template
matching is applied by the templates related to the oper-
ators in the set W4(S) and having wavelength param-
eters 0.8\ < X\ < 1.2\ For each pixel the mean
of the non-negative PCC scores is determined. Then, the
image containing the pixel-wise means of PCC values is
thresholded at various levels in the range [0.4,1]. At each
threshold level, connected components are extracted from
the binary image and a component is accepted as a thin
vessel if the distance of its farthest pixels is larger than
tlength pixels and the mean of PCC values covered by the
component is larger than "™, The threshold #*"9*" cor-
responds to the observation that thin vessels have usu-
ally larger linear extents than the thin, but usually curved
structures appearing in the noise of the background. The
threshold t**" gives a lower bound on the mean PCC score
a component must have to be considered as a real vessel.
Both thresholds are selected by training on the images of
a manually annotated database. The lower bound of the
range of thresholds was selected empirically: we have not
found any real vessel component having mean PCC score
lower than 0.4.



We emphasize, that due to the ambiguity of annota-
tions we do not expect this step to increase the quanti-
tative accuracy of a segmentation significantly. Neverthe-
less, it definitely increases the accuracy of segmentation
qualitatively. For illustration, we have trained the param-
eters on the training images of the DRIVE database; found
that the settings t'"" = 0.529 and t'*"9'" = 19 provided
the highest accuracy scores; and visualized the outcome of
Step 4 in Figures 7(d)-7(f).

8.5. Blind calibration of the trained model

So far we have described the proposed segmentation
technique. The training of the method includes the train-
ing of weak segmentation operators, the extraction of the
relative intensity surfaces and the training of four further
parameters: w™ — the control parameter of the smooth-
ness of vessel contours; t% — the threshold parameter of
the dynamic range of vessels when the contours are re-
constructed; t**"" — the lower bound on the expected PCC
values of real thin vessels; and /€79 — the lower bound on
the expected spatial extents of real thin vessels. However,
retinal images taken by varying imaging systems have dif-
ferent characteristics. The most significant difference is
the scale of the image content, but the differences aris-
ing from the varying optical transfer functions also affect
the way vessels appear in the images. Thus, when a seg-
mentation model trained on a particular database is used
to segment images taken under different circumstances,
the accuracy of segmentation deteriorates. In this section,
a blind calibration process is described that can adopt a
trained model to unseen input images taken under differ-
ent circumstances than the ones used to train the model.

The idea of blind calibration is based on the observa-
tion that one cannot expect accurate results if the scale
of the input image and that of the ones used to train the
model differ. Thus, the scale of the input image and that of
the trained model must be synchronized by the estimation
of a scaling factor to improve the accuracy of segmenta-
tion. Analogously to the effect the scaling factor, one can
estimate further control parameters that can be used to
improve the accuracy of segmentation by the transforma-
tion of a trained model. The proposed blind calibration
process estimates three multiplicative factors that can be
used to transform a trained model: f“ is related to the
scaling of the image content; fth is related to the adjust-
ment of threshold parameters in weak segmentation opera-
tors and f rel is related to the transformation of the relative
intensity surfaces. The methods proposed for the estima-
tion of the optimal factors are described in the following
subsections. In each case, several factors are tested and
the one providing the extrema of some target function is
selected as the optimal factor. For the ease of discussion,
the estimated optimal factors are denoted by hat symbols
(like f5°), and the ones being tested are denoted without
hat symbols (like f*¢).
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8.5.1. Estimation of the scaling factor

A rough estimation of the scaling factor can be carried
out as fi%,, = R, /R%,;, where R%., denotes the ra-
dius of the ROI of the unseen input image and R%,; stands
for the mean radius of ROIs in the training database. How-
ever, this estimation does not take into account that the
FOV can vary, that is, the scale of the anatomical parts
can differ even if f3;,; = 1. A better, but computationally
expensive estimation can be achieved by utilizing the re-
sults published in (Dorner et al., 2002): the diameter of the
central artery of the retina is approximately 163 + 17um.
Thus, the width of the thickest vessels is a characteris-
tic property of retinal images. Since thick vessels are ex-
tracted by the operators having large wavelength parame-
ters, we can expect, that the scale at which these operators
perform well is the optimal scale for the segmentation of
the vasculature.

Let Whick(S) denote the set of operators extracting
thick vessels, that is, the set of operators having wave-
length parameters greater than 0.8\"%*  where \™%* de-
notes the largest wavelength appearing in W"¢4(S). The
threshold 0.8A™%" was selected empirically, slight varia-
tions of the threshold do not change the results signifi-
cantly. The criteria used to select the optimal scaling fac-
tor are based on two observations: as the scaling factor
deviates from the ideal one, less operators from Wik (S)
extract foreground pixels and the width of the extracted
vessels also decreases. These observations are implemented
in the following estimation technique. Various factors of
the range f*° € [0.5f53%, 2f50 ) are used to rescale the
templates; at each scale Step 2 is applied to the input im-
age involving the operators Wi (S); and the scaling fac-
tor leading to the largest number of operators extracting
foreground pixels is selected as the optimal one. If several
factors lead to the same number of operators extracting
foreground pixels, the largest median width of extracted
vessels is used as the indicator of the optimal one. The
method utilizes the rough estimation f35; to decrease the
computing demands by reducing the parameter space of
the scaling factor.

Although the proposed estimation technique seems to
implement the criteria we have formulated before, there
is an issue the method cannot handle properly: as the
scaling factor of the templates decreases, the operators
corresponding to thick vessels begin extracting vessels of
medium and small widths. Thus, a rough estimation of
the regions where thick vessels reside is required, and the
estimation technique described before has to be applied
in these regions only. Utilizing that thick vessels are the
largest elongated structures appearing in retinal images,
some regions where thick vessels reside can be extracted
in the following way. Various factors in the range f*¢ €
[0.5f%071, 2f 50, are applied to rescale the templates; at
each scale Step 2 is carried out involving the operators
Wihick(S): and the outcome at the largest scale having at
least 0.01% of the pixels recognized as foreground is sup-



Table 1: Estimation of the scaling factor (f5¢)

Estimated on | ypive  STARE  HRF

Trained on
DRIVE - 1.33 5.26
STARE 0.83 - 3.84

posed to contain some center lines of thick vessels. This
outcome is dilated by a disk shaped structuring element
of radius 0.05R%,; pixels, and we expect that the fore-
ground regions of the dilated image cover regions where
thick vessels reside. The previously described estimation
of the scaling factor is performed in these regions only.

Once the optimal scaling factor is determined, one can
rescale the templates by the factor f 5¢ and carry out Step
2 involving the operators W"?(S) to process the input im-
age. A technical detail related to the scaling of templates
is remarked here. If fsc > 1, scaled templates can be as-
sumed to represent vessel segments, as expected. On the
contrary, if f 5¢ < 1, some scaled templates may become far
too small to recognize anything but the random variations
of the background. In order to avoid these situations, after
the scaling of templates each weak segmentation operator
is checked in the following way: The operator is applied
to an image containing artificial Gaussian noise and if the
maximum PCC score in the outcome of template match-
ing is larger than (¢; + t)/2, the operator is not used for
segmentation. It is worth noting that Gaussian noise of
any standard deviation can be used, since the PCC score
is invariant against multiplications by a constant.

To illustrate the operation of the proposed scale es-
timation technique, we have used the models trained on
DRIVE and STARE to estimate the scaling factor of the
images of two other databases. The geometric means of
the individual factors are summarized in the Table 1. We
can draw the conclusions that the estimation method is
coherent in the sense that the cross-estimations of scal-
ing factors are approximately inversely proportional (e.g.
1/0.83 = 1.20 ~ 1.33), while an approximate transitiv-
ity can also be observed, since transforming an image of
DRIVE to the scale of HRF means the multiplication of
the linear extents by 5.26, while transforming an image of
DRIVE to the scale of STARE, then scaling the image to
the scale of HRF means the multiplication of linear ex-
tents by 1.33 - 3.84 = 5.10 ~ 5.26. We emphasize that
exact inverse relationships among the estimated scaling
factors cannot be expected, since the varying quality of
images and the geometrical distortions arising from the
projection of curved retinal surfaces may influence the re-
sults. However, it can be expected that the scaling of the
templates or the inverse scaling of the unseen input image
leads to higher segmentation accuracies. In order to vali-
date the scale estimation technique qualitatively, we have
resized some images of STARE and HRF to the scale of
DRIVE using the estimated scaling factors and enclosed
them in Figure 12. As one can see in the figure, although
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Figure 12: Qualitative illustration of the scale estimation method:
image from DRIVE, resolution: 565x584 pixels (a); image from
STARE, original resolution: 700x605 pixels (b); image from HRF,
original resolution: 3504x2336 pixels (c). In order to increase the
visibility of details, histogram equalization was applied to the images

the resolution and the field of view of the images vary, the
sizes of main structures (like the diameter of the optic disc
and the width of the thickest vessels) are similar.

8.5.2. Estimation of the threshold factor

In fact, fundus cameras have various optical transfer
functions. Accordingly, we can suppose that the appear-
ance of vessels also varies when images taken by different
instruments are compared. Since the weak segmentation
operators are trained to provide as precise segmentations
as possible, a slight change in the appearance of the vessels
can deteriorate their efficiency. For example, if the level
of noise is larger, the PCC responses of template match-
ing become lower and less patches of vessels are extracted.
Similarly, if the level of noise is lower, the PCC responses
may become higher and beside the patches of vessels, fur-
ther, unexpected and undesired structures may appear in
the outcomes of weak segmentation operators. Thus, ad-
justing the threshold parameters of weak segmentation op-
erators, may increase the performance of segmentation. By
adjustment we mean the estimation of a multiplicative fac-
tor f* and the updating the threshold parameters by the
rule

tuny = {

The updating rule was developed to prevent the thresh-
olds from leaving the interval [0, 1]. Accordingly, the ad-
justment made to a threshold is proportional to its value
if fth < 1, and the amount of adjustment is proportional
to (1 =ty py) if ft" > 1. The effect of adjustment depends
on the value of ft*. If ft» > 1, the thresholds are in-
creased and assumably the number of false positive detec-
tions decreases smoothly, even if the threshold parameters
of some weak segmentation operators become too high to
segment any pixel as foreground. Contrarily, if f** < 1,
the thresholds are decreased, and the number of extracted
foreground pixels increases. However, one has to take into
consideration that the excessive decrease of low threshold
parameters can deteriorate the overall performance of Step
2 by introducing many false positive detections. In order

L= (L =typ)/f™, if ffh>1,
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tny ™, otherwise. (14)



to prevent the method from these situations, a lower bound
is introduced: the threshold parameters of a weak segmen-
tation operator can be decreased until the lower threshold
t; reaches the lowest unadjusted threshold parameter ¢} of
all weak segmentation operators. Particularly, the lower
bound t; is defined as

t7 = min{t;|W (s, (o, t;,tn)) € WUS)}.  (15)

In order to find the optimal factor fth, we need to
find some measure to characterize how good the outcome
of Step 2 is. We have found that the relative intensities
measured at the inner and outer contour points of the seg-
mented vasculature can be used for this purpose. Particu-
larly, for various values of f** € [0.5, 1.5] the threshold pa-
rameters of the weak segmentation operators are adjusted
and Step 2 is carried out. (The borders of the range are
determined empirically: we have not faced any case when
a threshold factor outside this range would have been the
optimal choice.) For each of the outcomes the mean rel-
ative intensities at the inner (mj) and outer (mo) con-
tour points are determined. The f** factor providing the
largest absolute difference |m; — mo| is considered to be
the optimal one. The target function can be interpreted
in the following way. If the thresholds are too high, only
a few pixels are extracted near the center lines of vessels,
and |m; — mo| becomes small. In this case, we can as-
sume that center lines of many vessels are not extracted
at all, thus, the thresholds should be lowered. Similarly,
if the thresholds are too low, many vessel pixels are ex-
tracted, the inner contours move towards the background
of the vessels decreasing the target function |m; —mo|. In
this case, we can assume that many false positive detec-
tions are present, thus, the thresholds should be increased.
According to this interpretation, the expectation that the
optimal fth factor is indicated by the largest absolute dif-
ference |my — mo| is reasonable.

We note that the outcome of template matching ap-
plied by a weak segmentation operator does not depend
on the threshold parameters. Consequently, the estima-
tion of the optimal threshold factor can be implemented
efficiently, since the only operations being needed to be
applied for the various factors f** are hysteresis thresh-
olding and connected component labelling, both of them
having linear time complexity.

To illustrate the proposed technique, we have used
the models trained on DRIVE and STARE to estimate
the optimal threshold factors for the images of two other
databases, and the geometric means of the individual fac-
tors were determined. The results are summarized in Table
2. We can conclude that the results have some transitivity
properties: when the model trained on STARE is used
to segment images from DRIVE and HRF, the thresh-
olds are decreased and increased, respectively; when the
model trained on DRIVE is used to segment images from
STARE or HRF, the thresholds are increased with a larger
increase in the latter case. The estimated factors clearly
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Table 2: Estimation of the threshold factor (ft%)

Estimated on | ypive  STARE  HRF

Trained on
DRIVE - 1.16 1.22
STARE 0.96 - 1.07

show that the thresholds trained on DRIVE are too low
to be applied to image from the other sources, while the
thresholds trained on STARE need only a small adjust-
ment to become applicable to the images of DRIVE and
HRF. We emphasize that the models trained on DRIVE
and STARE have different weak segmentation operators,
thus, one cannot expect exact inverse relations among the
estimated factors. However, we can expect that the pro-
posed automated adjustment of thresholds increases the
accuracy of segmentation. Further quantitative validation
of this calibration step is provided in Section 4, where the
segmentation accuracies with and without this calibration
step are compared.

3.5.8. Estimation of the relative intensity transformation
factor

As we have pointed out before, the height of the relative
intensity surfaces used to reconstruct the vessel contours
varies with the databases. We assume that similarly to the
thresholds of weak segmentation operators, the heights of
the surfaces are affected by the circumstances under which
the images were taken. The aim of this calibration step is
to estimate a multiplicative factor f7¢ that can be used to
transform the surfaces r{7 0y (w, d) to fit characteristics of
the unseen input image better. The transformation rule is
similar to the one used to transform the thresholds of the
weak segmentation operators:

17(17T{I,O})(wad)/frel7 if f’l"el > 17
r{lyo}f”l, otherwise,

(16)
that is, the rule prevents the surfaces from exceeding the
range [0,1]: as f"° — oo, the surfaces converge to 1, as
fret — 0, the surfaces converge to 0. In order to estimate
the optimal factor f”l, Step 3 is performed using the rel-
ative intensity surfaces transformed by various values of
fret € [0.5,1.5], and the outcomes are characterized by a
score function. The factor providing the lowest value of
the score function is considered to be the optimal choice
for the final reconstruction of contours. The score function
characterizing the reconstruction of contours is based on
the local score function s(p) introduced in equation (13).
Since s(p) measures how the relative intensity at pixel p
fits the expectations, all we have to do is to compute the
mean of the s(p) scores in the inner (s;) and outer (so)
contour points, and use the sum (s; + sp) to characterize
the binary outcome of Step 3 when a given factor f7¢ is
used for the transformation of surfaces. The lowest value
of the sum (s; + so) indicates the optimal factor fre.

1,0y (w,d) = {



Table 3: Estimation of the transformation factor of relative intensi-
ties (f7el)

Estimated on | yp1yp STARE  HRF

Trained on
DRIVE - 0.84 0.77
STARE 1.36 - 0.9

To illustrate the method proposed for the estimation
of f”l, we have used the models trained on DRIVE and
STARE to estimate the optimal factors for the images of
two other databases, and the geometric means of the indi-
vidual factors were computed. The results are summarized
in Table 3. Again, the results show transitivity properties:
when the model trained on DRIVE is used to segment
the images from STARE and HRF, the relative intensi-
ties are decreased, and the surface transformed to HRF
is lower than that of STARE. In accordance, when the
model trained on STARE is used to segment images from
DRIVE and HRF, the relative intensities are increased and
decreased, respectively. Some qualitative validation of the
method can be carried out by examining the height of the
corresponding curves in Figure 9. Further quantitative
validation is provided in Section 4, where segmentation
accuracies with and without this calibration step are com-
pared.

3.5.4. Segmentation by the calibrated model

Since the estimation of the scaling factor is compu-
tationally expensive, it is not efficient to carry out the
estimation for images from the same source individually.
Instead, the scaling factor should be estimated for a small
set of images, and the geometric mean of the individual
scaling factors can be used for the rest of the images from
that source. After fsc is estimated, all parameters of the
proposed method related to the linear extents of vessel
structures are scaled by f 5¢ (the templates, and the thresh-
old on the length of thin vessels t*"9*" in Step 4). With
the properly scaled templates the estimation of the thresh-
old factor is carried out and Step 2 is applied using fth to
adjust the threshold parameters of weak segmentation op-
erators. Then, the optimal transformation factor of the
relative intensity surfaces f“l is estimated and the vessel
profiles are reconstructed. Finally, in Step 4, the threshold
parameter t/"" (related to the PCC scores like the thresh-
olds of the weak segmentation operators) is updated by the
same rule as the thresholds of the weak segmentation op-
erators (14), and the addition of thin vessels is carried out.
When a segmentation model trained on low resolution im-
ages is applied to images of high resolution, that is, the
scale factor f“ is much larger than 1, some vessels be-
ing thinner than the ones related to f“/\””" may appear
on the images. In order to give the proposed method a
chance for the segmentation of these vessels, Step 4 is re-
peated by scaling the templates with some scaling factors
in the range [1, f*°.

For a better insight, the steps of the blind calibration
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Figure 13: The blind calibration and segmentation model

and segmentation technique are visualized in a flowchart
in Figure 13.

4. Tests and Results

The detailed description of the testing methodology is
extremely important to make the results comparable with
the state-of-the-art approaches. Although the databases
and techniques used for evaluation vary, we try to follow
a protocol which makes the proposed method comparable
with the majority of previous techniques within the avail-
able space.

4.1. Databases

The majority of vessel segmentation methods are eval-
uated on two publicly available databases. The DRIVE
database (Niemeijer et al., 2004) consists of 40 RGB fun-
dus images of size 565x584, divided to training and test
sets of equal size, both sets containing healthy and abnor-
mal images, as well. The database contains the manual
annotations of two human observers, and the annotations
of observer 1 are considered to be the ground truth in the
literature. The STARE database (Hoover et al., 2000)
contains 10 healthy and 10 abnormal RGB fundus im-
ages of size 700x605 pixels. Similarly to DRIVE, database
STARE contains the manual annotations of two experts,
and the annotations of observer 1 are considered to be
ground truth segmentations. In many recent papers the
vessel segmentation techniques are evaluated using only
DRIVE and STARE (De et al., 2014; Xiao et al., 2013;
Mendonca and Campilho, 2006; Moghimirad et al., 2012;
Lam et al., 2010; Marin et al., 2011), furthermore, there
are some papers where only database DRIVE is used for
evaluation (Lupascu et al., 2010). Thus, we can consider
these databases as the conventionally accepted way for the



evaluation and comparison of vessel segmentation tech-
niques. Beside testing on DRIVE and STARE, we have
evaluated the proposed method on a novel database con-
taining high resolution fundus (HRF) images (Odstrcilik
et al., 2013). The HRF database consists of 45 RGB im-
ages of size 3504x2336 pixels and the images are divided
to three sets of equal size, namely, healthy, glaucomatous
and diabetic retinopathy images. This database contains
the manual annotations of one human observer.

4.2. Measuring segmentation performance

The segmentation performance is characterized by the
commonly accepted measures of binary classification. The
test images are segmented by the proposed method, and
the numbers of correctly classified vessel pixels (T'P), in-
correctly classified vessel pixels (FN), correctly classified
background pixels (T'N) and incorrectly classified back-
ground pixels (F'P) are determined in the region covered
by the ROI. Sensitivity SE = TP/(TP + FN) and speci-
ficity SP = TN/(TN + FP) measure the proportion of
correctly classified foreground and background pixels to all
foreground and background pixels, respectively. For both
measures, higher values indicate better results. Positive
predictive value PPV = TP/(TP + FP) measures the
proportion of correctly classified vessel pixels to all pix-
els classified as vessel. Negative predictive value NPV =
TN/(TN+FN) measures the same for background pixels.
Again, higher values indicate better performance. Accu-
racy ACC = (TP+TN)/(TP+ FP+ TN + FN) mea-
sures the proportion of correctly classified pixels to all pix-
els covered by the ROI. Most of the authors use ACC' as
the primary measure to characterize the performance of
vessel segmentation. However, the accuracy scores have
to be interpreted carefully. Due to the large number of
background pixels, the accuracy of a segmentation con-
taining only background labels is 0.83 in DRIVE, which is
considered to be a fairly good score in many applications
of binary classification. Even in DRIVE — containing the
smallest images used for evaluation — a 0.001 increase of
accuracy represents the correct classification of approxi-
mately 200 additional pixels per image.

The authors of machine learning based approaches usu-
ally report another measure: the receiver operating char-
acteristic (ROC) curve plots sensitivity SE as a function
of specificity SP, and the corresponding measure is the
area under the curve AUC. In fact, the AUC score does
not measure the performance of an individual system, al-
though retinal screening systems are based on automated
components. Rather, the AUC score is an aggregated mea-
sure of classification performance as the parameters of the
system are tuned: AUC measures the trade-off of perfor-
mance when the sensitivity of the method is increased to
the detriment of specificity. Although the AUC score is
a commonly reported measure, it has to be treated with
reservations when vessel segmentation methods are ranked
by it. On the one hand, measuring the AUC score sup-
poses that there is a kind of global threshold that can be
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used to vary SE and SP smoothly. There are algorithms
like the proposed one, where neither global probability
maps, nor continuous tuning parameters are available to
measure various pairs of SE and SP values, plot the ROC
curve, and compute the AUC score. On the other hand,
there are several techniques used to handle the concavities
of ROC curves and measure the area under the curve: one
can use simple numerical integration, polynomial fitting,
or measure the area under the convex hull of the curve,
and each of these techniques leads to different AUC scores.
There are also recent criticisms of the AUC score regard-
ing its misleading properties when classifiers are compared
by it (Lobo et al., 2008; Hanczar et al., 2010). Although
the proposed method is not suitable for the computation
of the AUC score, we have generated some SE and SP
pairs by manually varying the factors fth and f“l and
calculated the AUC score in the same way as described
in (Fraz et al., 2012a). Nevertheless, we treat the AUC
score as a secondary measure of vessel segmentation per-
formance and consider the accuracy score (ACC) as the
primary indicator.

4.8. Comparison with existing techniques

The performance of the proposed method is compared
to the ones reported and used for comparison in recent pa-
pers. The majority of authors calculated the measures in
the region covered by the ROI and we consider this method
to be the preferred way to measure the performance of ves-
sel segmentation techniques. Nevertheless, some authors
used all the pixels of the images to calculate the perfor-
mance measures (Ricci and Perfetti, 2006; Lupascu et al.,
2010). This can be easily verified by solving the equations
defining ACC, SE and SP for the unknowns TP, TN,
FP and F'N using the reported values of the measures
and the number of foreground pixels in the test images
FG. For the sake of completeness, the values TP, TN,
FP and F'N are determined by the expressions:

TP=SE-FG, FN=FG-TP, (17)
e TPS(IilCC’—l)nLACC“FN, a8)
S (1 ACC) — ACC
sp
= FP 1
—opl' P (19)

In both of the mentioned cases, the sum TP+ FN + FP+
TN equals the number of pixels of the images instead of
the number of pixels covered by the ROI. In order to make
the proposed method comparable with these techniques,
we have also computed the performance measures involv-
ing all pixels of the images and these results are referred
as Fuvaluation without ROL

4.4. Model selection

The parameters of the proposed method are trained as
we have described in Section 3. Especially, for training of
template matching operators, we have used the sets A, T',



Q and B as given in Section 3.2.2, assuming that the pa-
rameter combinations of these sets densely cover the mean-
ingful and reasonable part of the parameter space. An
increased resolution of the parameter space could slightly
improve the accuracy of segmentation, since more than
90% of the trained weak segmentation operators were dis-
carded when the optimal set of operators was selected by
the BFSS method. According to the vast majority of pre-
vious techniques, the primary indicator of performance is
the accuracy of segmentation. Thus, the free parameters
w19 (Step 3) and t*hin | length (Step 4) are selected to
maximize the accuracy of segmentation using the training
images of databases.

4.5. DRIVE database

We have evaluated the proposed method on database
DRIVE. At the end of the training process the set We¢(S)
contained 384 weak segmentation operators. The surfaces
of relative intensities were extracted (some geodesics can
be seen in Figure (9) and the free parameters providing
the highest accuracy scores on the training images have
been determined: w™ = 3.14, t%" = 10, t**" = 0.53 and
7:/.lr:"n,gth = 19.

The proposed method was applied to the images of the
test set and the averages of the previously introduced per-
formance measures were computed. The mean accuracy,
sensitivity and specificity scores are compared to those
of previous techniques in the second column of Table 4.
One can observe, that after the reconstruction of vessel
contours the accuracy scores are higher than that of any
method published before. As expected, the additional seg-
mentation of thin vessels slightly increases the accuracy
of the method. However, the addition of thin vessels in-
creases the sensitivity of the method by more than 1%.
Considering the gaps between the accuracies of techniques
published in the last 10 years, we can assess that the ad-
vances of the proposed method are significant. Since the
PPV and N PV scores are rarely reported, we cannot com-
pare them to those of previous techniques. Anyway, for the
sake of completeness, the average PPV and NPV scores
are 0.8397 and 0.9634, respectively. Regarding the AUC
score, there is only one technique performing better than
the proposed one. For illustration, Figure 14 shows the
segmentation results of healthy and abnormal images from
DRIVE.

4.6. STARE database

The proposed method has been evaluated also on database

STARE. However, due to some reasons, comparing the test
results achieved on STARE to that of previous techniques
is less precise than that on DRIVE: STARE contains only
20 images; the training set is not defined, different authors
used different — usually unreported — subsets for training
and testing that makes the interpretation and comparison
of the results hard; STARE does not contain ground truth
ROlIs, larger or smaller ROIs lead to different quantitative
results.
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Figure 14: Illustration of the proposed method on the database
DRIVE. Healthy (a), abnormal (b) images; ground truth annotation
(c), (d); segmentations by the proposed method trained on database
DRIVE (e), (f); segmentations by the proposed method trained on
database STARE (g), (h)

We have separated the images of the database into two
sets: 10 training and 10 test images. The training set con-



Table 4: Comparison of the performance of the proposed method with previous techniques on the databases DRIVE and STARE. In the case
of STARE the performance measures were computed on the test set of images and on the entire database (marked by star (x) symbols), as
well. The highest scores in the various categories are indicated by boldface typesetting

RESULTS ON DRIVE RESULTS ON STARE
Measure || ACC SE sp AUC || Acc SE sP AUC
[ Trained on DRIVE [ Trained on STARE
Method || Evaluated with ROI
Second observer 0.9473 - - - 0.9550 - - -
Jiang and Mojon (2003) 0.9212 - - 0.9114 0.9009 - - 0.9298
Vlachos and Dermatas (2010) 0.9291 0.7472  0.9550 - - - - -
Martinez-Perez et al. (2007) 0.9181 - - - - - - -
Espona et al. (2007) 0.9352 0.7472  0.9615 - - - - -
Nguyen et al. (2013) 0.9407 - - - - - - -
Niemeijer et al. (2004) 0.9417 0.6898  0.9696 - - - - -
Staal et al. (2004) 0.9442 0.7194  0.9773 - 0.9516 - - 0.9614
Marin et al. (2011) 0.9452 0.7067  0.9801 - 0.9526 0.6944 0.9819 0.9769
Mendonga and Campilho (2006) 0.9452 0.7344  0.9764 - 0.9440 0.6996 0.9730 -
Soares et al. (2004) 0.9466 0.7332  0.9751 0.9614 0.9479 0.7207 0.9747 0.9671
Lam et al. (2010) 0.9472 - - 0.9614 0.9567 - - 0.9739
Fraz et al. (2012a) 0.9480 0.7406  0.9807 0.9747 0.9534 0.7548 0.9763 0.9768
0.9610 0.8012 0.9788 -
The proposed method after step 3 0.9491 0.7344  0.9804 - 0.9609* 0.7965* 0.9800* }
0.9610  0.8034 0.9786 0.9836
The proposed method after step 4 || 0.9494  0.7450 0.9793 0.9722 0.0609* 0.7991* 0.9797* 0.9893*
Std. dev. of the proposed method after step 4 0.0053  0.05531 0.0059 - 0.0090 0.0767 0.0104 -
|| Evaluated without ROI
Ricci and Perfetti (2006) 0.9595 - - 0.9633 0.9646 - - 0.9680
Lupascu et al. (2010) 0.9597 0.6728  0.9874 0.9561 - - - -
0.9714  0.8030 0.9847 -
The proposed method after step 4 || 0.9652  0.7446  0.9864 0.9714*  0.7987*  0.9856* }
[ Trained on STARE [ Trained on DRIVE
I Evaluated with ROI
Soares et al. (2004) 0.9397 - - - 0.9327 - - -
Marin et al. (2011) 0.9448 - - - 0.9528 - - -
Fraz et al. (2012a) 0.9456 - - - 0.9493 - - -
The proposed method with scale estimation only 0.9449 0.6515  0.9877 - 0.9485 0.8807 0.9564 -
The proposed method with the estimation of the 0.9465 0.6584  0.9885 B 0.9564 0.8086 0.9735 B
scale and threshold factors
The proposed method with the complete calibration || 0.9489  0.7274  0.9812 - 0.9605  0.7700 0.9830 -
|| Evaluated without ROI
Ricci and Perfetti (2006) 0.9266 - - - 0.9464 - - -
The proposed method with scale estimation only 0.9621 0.6511 0.9919 - 0.9623 0.8802 0.9690 -
The proposed method with the estimation of the 0.9632 0.6581 0.9925 B 0.9681 0.8081 0.9812 B
scale and threshold factors
The proposed method with the complete calibration || 0.9648  0.7270  0.9877 - 0.9711  0.7665 0.9879 -

tains the first five healthy and first five abnormal images
(with identifiers: 0001, 0002, 0003, 0004, 0005, 0162, 0163,
0235, 0236, 0239), and the rest of the images constitute the
test set.

At the end of the training process, the set W"¢4(S) con-
tained 288 operators. The relative intensity surfaces were
extracted, and the free parameters providing the highest
accuracy scores on the training images have been selected:
w = 3.12, 9 = 10, ttM" = 0.592 and tlen9th = 42.
Comparing the optimal values of free parameters to those
trained on DRIVE, one can observe, that w™ and t%" are
essentially the same, suggesting that these values are re-
lated to the nature of the problem of vessel segmentation.
Contrarily, there is a significant difference regarding the
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parameters t*"" and t!*"9*" This can be explained easily,
considering that /%" is related to the appearance of ves-
sels (affected by the optical transfer function of the imag-
ing device), and #'¢"9*" is closely related to the scale of
the image content. Both of these values depend on the
circumstances under which the images are taken.

The trained segmentation model was applied to the
complete database and the averages of the performance
measures were computed for the test images and for all
images of the database, as well. The results are compared
to those of previously published techniques in Table 4. As
one can see in the results, the scores achieved on the test
images are essentially the same as the scores computed on
the entire database: no overfitting to the training images



can be observed. Furthermore, one can observe, that the
accuracy scores of the proposed technique are much higher
than that of any other technique published before. Sim-
ilarly to the case of DRIVE, the addition of thin vessels
does not result a significant increase in the accuracy scores,
although the sensitivity increases and qualitative improve-
ments can be observed. The average PPV and NPV
scores are 0.8200 and 0.9768, respectively. The AUC score
of the proposed method is more than 0.5% higher than
that of the best performing previous technique trained and
tested on STARE. Figure 15 illustrates the segmentation
results of healthy and abnormal images of STARE.

4.7. Cross-validation between databases

In the practice of retinal image processing, it is not fea-
sible to train distinct segmentation models for the images
coming from various sources. Thus, the cross-validation of
a method between databases is a highly important indi-
cator of the practical usefulness of the method, although
only a few cross-validation results are reported in previ-
ous papers. Accordingly, the model trained on DRIVE
was tested on the images of STARE, and vice-versa, the
model trained on STARE was applied to the test images of
DRIVE. Within the blind calibration process we have used
5-5 images to determine the scaling factors and the factors
ft and fr¢! corresponding to the test images were esti-
mated individually. The means of the estimated factors are
summarized in the previously discussed Tables 1, 2, 3. In
order to give some further quantitative validation for the
steps of the blind calibration process, we have also carried
out the calibration and segmentation by disabling the es-
timation of the threshold factor and the estimation of the
transformation factor of relative intensities. Clearly, dis-
abling the estimation of the scaling factor makes no sense,
since one cannot expect accurate segmentations without
transforming the scale of the templates to that of the ves-
sels. The quantitative results are given in the second part
of Table 4. As one can see, the accuracy scores of cross-
validation are higher than those of previous techniques in
both cases. Moreover, the proposed method trained on
10 images of STARE provides higher accuracy scores on
DRIVE than any previous technique trained and tested
on DRIVE. Similarly, the accuracy score of the method
trained on DRIVE and tested on STARE is much better
than that of any previous technique trained and tested on
STARE. The accuracy scores of cross-validation are sim-
ilar to the scores achieved by training and testing on the
same databases, indicating that the features we use for
the segmentation of the vasculature are robust and the es-
timations of the blind calibration process are reasonable.
One can also observe that both the transformation of the
thresholds and that of relative intensities increase the ac-
curacies significantly, without these transformations the
results of cross-validation are similar to that of previous
techniques. Based on the quantitative results we can con-
clude that the proposed blind calibration technique is a
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Figure 15:
database.

Illustration of the proposed method on the STARE
Healthy (a), abnormal (b) images; ground truth anno-
tation (c), (d); segmentations by the proposed method trained on
database STARE (e), (f); segmentations by the proposed method
trained on database DRIVE (g), (h)

reasonable way to increase the accuracy of segmentation
when images from various sources are processed.

In Figures 14(g), 14(h), 15(g) and 15(h) one can find
some segmentation outcomes of cross-validation and com-
pare them to the results of segmentation when the same
database is used for training and testing. Observing the
images qualitatively one can assess, that no significant dif-
ferences can be found.
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Figure 16: Comparison of vessel width distributions measured in
DRIVE, STARE and the various classes of HRF

4.8. HRF database

The proposed method was also tested on the recently
released database HRF, containing high resolution images.
The evaluation was carried out in the spirit of cross-valida-
tion, that is, the models trained on DRIVE and STARE
were applied to the images of HRF, involving the auto-
mated blind calibration process to tune the trained seg-
mentation models. Since HRF has just been released,
quantitative comparison is possible only with the method
(Odstreilik et al., 2013, 2009) in Table 5. The first obser-
vation is that regarding the mean accuracy and specificity,
the proposed method results significantly higher scores
than the cited technique in each class of images, inde-
pendently from the database the segmentation model is
trained on. One can also observe that after all steps of cali-
bration are carried out, the accuracy, sensitivity and speci-
ficity scores are highly similar within the various groups
of images. Considering that the estimation of factors fi"
and fTel is carried out for the images individually, these
results confirm the robustness of the proposed blind cali-
bration technique.

In the case of DR and glaucomatous images the blind
calibration of the model trained on STARE does not in-
crease the accuracy scores remarkably. Contrarily, when
the model trained on DRIVE is used for segmentation, the
calibration has a significant effect on the accuracy scores
of DR and glaucomatous images. This tendency can be in-
terpreted easily by observing the estimated transformation
factors in tables 2 and 3: the model trained on STARE
is only slightly changed when images of HRF database
are segmented, but the model trained on DRIVE is trans-
formed heavily by the estimated transformation factors.
Nevertheless, according to the expectations, the calibra-
tion of both models increases the accuracy in the case of
DR and glaucomatous images.

Interestingly, the performance measures computed in
the class of healthy images seem to be contradictory. Al-
though the transformation factors estimated for healthy
images are similar to those of glaucomatous and DR im-
ages, the blind calibration decreases the accuracy of seg-

23

mentation. The reason of this unexpected behavior was
found in the manual annotations of healthy images. Par-
ticularly, we have found that the manual annotations of
healthy images are generally thicker than that of DR and
glaucomatous images, and this observation is also con-
firmed by the extremely high specificity and low sensitivity
scores achieved in the healthy group of images. In order
to show that the annotations of healthy images are highly
different from that of glaucomatous and DR images, and
also differ from the annotations of the commonly accepted
databases DRIVE and STARE, two observations are dis-
cussed in details:
1. Contrarily to the smooth distribution of vessel widths
measured in the manually annotated images of DRIVE;,
STARE and that of the glaucomatous and DR images
in HRF, in the distribution of vessel widths measured in
the healthy images of HRF unexpectedly sharp peaks can
be observed at the integer widths 4, 7 and 10 pixels (see
Figure 16).
2. Comparing the distribution of vessel widths measured
in the manual annotations of healthy, glaucomatous and
DR images of HRF, the distribution corresponding to
healthy images is shifted to the right by approximately
2 pixels. Considering that the images of HRF have the
same resolution, and supposing that the various diseases
appearing the sets of glaucomatous and DR images do
not decrease the width of vessels in the same manner, we
can assess that the annotations of healthy images signif-
icantly differ from that of the other images of HRF.
Based on these observations, we believe, that the proposed
calibration technique works for the healthy images of HRF,
as well, and the decreasing accuracy observed in the case of
healthy images can be explained by the uncommon man-
ual annotations. Nevertheless, the results of segmentation
involving the complete calibration process still highly ma-
jorate the results of (Odstreilik et al., 2009) in the case of
healthy images, as well.
In order to illustrate the results of the proposed method,
some images of HRF and the corresponding manual and
automated segmentations are visualized in Figure 17.

4.9. Microaneurysm candidate selection

In this subsection we give an insight into how the proper
segmentation of the vasculature can improve the detec-
tion of microaneurysms. Most of the techniques proposed
for the detection of microaneurysms operate in two main
steps: first, microaneurysm candidates are extracted, then,
high dimensional feature vectors are used to describe them
and supervised machine learning based approaches are ap-
plied to classify the candidates. In this experiment we in-
vestigate the effect of the proposed method on candidate
extraction. We have implemented the widely used candi-
date extraction technique of (Spencer et al., 1996), and
applied it to images of the Retinopathy Online Challenge
(ROC) database (Niemeijer et al., 2010b). The sensitivity
of candidate extraction became 69%. We have applied the



Table 5: Comparison of results on the database HRF. The highest accuracy scores in the various blocks are highlighted by boldface typesetting

ACC SE SP

ACC SE SpP | AcCC SE SP | AcC SE SP

Method Healthy images

Diabetic retinopathy | Glaucomatous images All images

Odstrcilik et al. (2009) (HRF) | 0.9539 0.7861 0.9750

0.9445 0.7436 0.9619| 0.9497 0.7900 0.9638| 0.9494 0.7741 0.9669

The proposed method with scale
estimation only

0.9692 0.8632 0.9811

The proposed method with the estimation

of the scale and threshold factors 0.9684 0.7973 0.9876

The proposed method with complete
calibration

Tr. on DRIVE

0.9690 0.7387 0.9947

0.9545 0.8577 0.9620( 0.9592 0.8706 0.9661| 0.9609 0.8638 0.9696

0.9584 0.7951 0.9711| 0.9643 0.8013 0.9770| 0.9637 0.7978 0.9785

0.9645 0.7641 0.9800]0.9700 0.7602 0.9865|0.9678 0.7525 0.9890

The proposed method with scale
estimation only

0.9715 0.7910 0.9917

The proposed method with the estimation

. . 4 0. 2
of the scale and threshold factors 0-9698 07604 0.993

The proposed method with complete
calibration

Tr. on STARE

0.9685 0.7343 0.9947

Table 6: Execution times when the proposed method is applied to
the test images of database DRIVE

Steps of the proposed method | Execution time
(avg. =+ std. dev.)
Step 1: Preprocessing | 2 + 0.4 s
Step 2: Template matching | 215 + 2 s
Step 3: Contour reconstruction | 4 + 1 's
Step 4: Addition of thin vessels | 4 + 1 s
Overall | 225 £ 5 s

proposed technique for the segmentation of the vascula-
ture, and used the binary mask of vessels to decrease the
amount of false positive candidate detections. Without
Step 4 (the addition of thin vessels), the number of false
positive candidates decreased by 38%, and with Step 4
the number of false positive candidates decreased by 39%.
The sensitivity remained 69% in both cases. The number
of false positive candidates removed by the segmentation of
thin vessels is 356. Although the improvement is relatively
small, the results show that the additional segmentation of
thin vessels can improve the detection of microaneurysms.

4.10. Implementation issues and execution times

The proposed method was implemented in C++. The
average execution times reported in Table 6 are measured
using one core of an i7-4770K CPU at frequency 3.5 GHz
and processing the test images of database DRIVE to make
the results comparable with the ones reported in (Lam
et al., 2010). As expected, template matching gives the
highest portion of computational demands, however, the
overall execution time is still reasonable for practical ap-
plications.

There are several ways to decrease the execution time
of the proposed method, we give a short overview of possi-
bilities below. On the one hand, each step of the proposed
method fits the requirements of data parallelism, thus, the
execution times can be decreased linearly with the number
of processors involved in the computations. On the other

0.9630 0.8034 0.9754| 0.9677 0.8158 0.9795| 0.9674 0.8020 0.9821

0.9631 0.7881 0.9766| 0.9684 0.7697 0.9840| 0.9671 0.7713 0.9845

0.9638 0.7787 0.9781|0.9700 0.7438 0.9877({0.9674 0.7502 0.9868

hand, the ROIs can be reduced by excluding the pixels be-
ing unlikely to belong to the vasculature (like pixels hav-
ing local environments with small standard deviation). We
also expect that further operators could be removed from
the reduced set of trained weak segmentation operators to
the slight detriment of segmentation accuracy. Since the
template matching step is not expected to give accurate
results regarding the contours of vessels, template match-
ing can be performed at low scales, keeping the execution
times also low. Finally, we note that the computationally
expensive template matching step perfectly fits the nature
of GPU (already available in mobile devices) and FPGA
computing, since an extremely simple operation (the com-
putation of PCC coefficients) is performed many times,
thus, an efficient GPU or FPGA implementation of tem-
plate matching could decrease the execution times signifi-
cantly.

5. Summary

Our main results and contributions to the field can be
summarized as follows:

1. Many of the previously published techniques are based
on probabilistic pixel-wise segmentation frameworks, par-
ticularly, some local quantitative features are extracted
and advanced machine learning methods are used to dif-
ferentiate the feature vectors of vessels from that of back-
ground pixels (e.g. Hu’s invariant features are combined
with k-nearest-neighbor classifiers in (Marin et al., 2011);
multi-scale Gabor-filter responses are used with ensem-
ble classifiers in (Fraz et al., 2012a); line operators are
combined with SVM in (Ricci and Perfetti, 2006); vessel-
ness and ridge features are used with AdaBoost classifier
in (Lupascu et al., 2010)). However, statistical learning
techniques can hardly learn the visual features of struc-
tures being under-represented in the training database,
like relatively thin and low contrast vessels or the bor-
ders of the optic disc and bright lesions. The novel idea
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Figure 17: Illustration of the results of proposed method on the
database HRF. Images from the classes healthy and diabetic retinopa-
thy (a), (b); manual ground truth annotations (c), (d); segmentations
by the model trained on DRIVE (e), (f); segmentations by the model
trained on STARE (g), (h)

of the proposed method is to train dedicated segmenta-
tion operators for the various vessel structures appearing
in the training database, each one being responsible for
the segmentation of one specific kind of vessel only. In
this way, one segmentation operator has to recognize only
one kind of vessel profile, which is easier than differen-
tiating all possible vessel structures from all undesired
structures by one decision boundary as carried out in
many previous techniques. Consequently, the deteriorat-
ing effects of under-represented structures is also reduced,
since under-represented vessel structures also have dedi-
cated segmentation operators. The segmentation opera-
tors we introduce are based on template matching using
a generalized form of the Gabor function enabling a more
accurate modelling of the intensity distribution of vessels
than conventional Gabor filters.

2. We have found that the relation of the manually anno-
tated vessel contours and the image content varies with
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the width and contrast of the vessels. Accordingly, we
have developed a method to reconstruct the characteris-
tics of vessel contours measured in the training databases
to improve segmentation accuracy. We note that similar
observation was made in (Lupascu et al., 2013), but no
vessel segmentation algorithm has utilized this feature
explicitly so far.

3. The proposed method has a dedicated step for the seg-
mentation of relatively thin vessels having poor contrast
and fading into the background.

4. As the test results will show, the accuracy scores of
the proposed method on databases DRIVE and STARE
are higher than that of any previous technique.

5. We have developed a self-calibration technique which
can be used to transform a trained model to retinal im-
ages of different resolution, field-of-view (FOV), noise
level, etc. Based on this self-calibration technique we
have carried out a cross-validation of the trained segmen-
tation models involving the databases DRIVE, STARE
and HRF, and found that the accuracy scores still out-
perform the scores of previous techniques being trained
and tested on the same databases.

6. There are many methods published for the segmen-
tation of anatomical parts like the optic disc, or specific
lesions, like exudates in retinal images. Most of these
methods provide the best accuracy if the content of the
image to be segmented has similar scale as the images
used for training the segmentation models. In practice,
retinal images taken by different devices have different
spatial resolution and field-of-view. The most accurate
segmentation results can be reached if the unseen im-
ages are transformed to the scale of the images used for
training. The estimations based on the ratio of the lin-
ear extents of images (or that of the FOVs) are biased,
since they do not take into consideration the differences
in the solid angles of the FOVs: clearly, the content (like
the width of the thickest vessels) of images of the same
size but differing FOV can highly differ in scale. We have
found that the proposed self-calibration technique can be
used to estimate the differences in scales accurately, thus,
it can be used to improve the accuracy of other methods
by automatically scaling the unseen input images to the
scale of images used to train the segmentation models.
7. We have given a detailed ranking of many published
vessel segmentation techniques, taking into account that
the accuracy scores depend on the number of background
pixels used for evaluation.

6. Discussion and Conclusions

We have proposed a novel approach for the segmenta-
tion of vessels in retinal images: since the center lines of
vessels have more characteristic visual features than the
vessel walls, we have separated the extraction of pixels
near the center lines and the reconstruction of vessel con-
tours; and we have also taken into consideration that some
kinds of vessels may be under-represented in the training



databases. Considering the special characteristics of low
contrast thin vessels, we have also made an attempt to ex-
tract some of these vessels in the last step of the method.

The proposed method uses the trained weak segmenta-
tion operators and the extracted relative intensity surfaces
to represent the visual features of vessels. Although there
are some numerical constants wired in the method, most
of them do not affect the segmentation directly, instead,
they are related to how various quantities (like the width
of vessels or relative intensities) are measured. Changing
these constants coherently throughout the method does
not affect the quality of the outcome remarkably. Aside
from these technical constants and supposing that the ini-
tial shape descriptor parameters of weak segmentation op-
erators cover the reasonable part of the parameter space,
the proposed method has only four free numerical param-
eters that have to be trained using the images of a training
database.

We have developed a method for the blind calibration
of trained segmentation models to improve the accuracy
when images from various sources are to be processed. The
proposed calibration and segmentation technique was eval-
uated in cross-validation tests among various databases.
The corresponding results clearly show the robustness of
the proposed method, validate the use of blind calibration
to improve the accuracy of segmentation, and confirm that
the features used to model the vasculature are characteris-
tic visual properties of retinal vessels, independently from
their sources.

The idea of blind calibration — especially the blind es-
timation of the scaling factor based on the vasculature —
can be used in other problems of retinal image processing
to improve the accuracy of segmentation or detection by
fitting trained models to the characteristics of images from
various sources.

It is worth noting that the performance of the pro-
posed method could be further increased by involving weak
segmentation operators with templates of other intensity
distributions than the ones derived from the generalized
Gabor functions. For example, Hermite polynomials can
model the intensity profile of arteries (having bright stripes
at the center lines due to the high level of oxygen) more ac-
curately than exponential or trigonometric functions (Lu-
pascu et al., 2013). Consequently, the use of weak segmen-
tation operators with templates based on Hermite polyno-
mials could improve the modelling of the vasculature and
increase the accuracy of segmentation.

Considering that the accuracy of the proposed method
outperformed all the previous techniques in every test case,
we can conclude that the method can become a robust and
reliable building block of retinal image processing systems.
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