OPTIMAL CONTROL PROBLEMS WITH SET-VALUED CONTROL AND STATE CONSTRAINTS
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Abstract. In this paper a general optimal control problem with pure state and mixed control-state constraints is considered. These constraints are of the form of set-inclusions. Second-order necessary optimality conditions for weak local minimum are derived for this problem in terms of the original data. In particular the nonemptiness of the set of critical directions and the evaluation of its support function are expressed in terms of the given functions and set-valued maps. In order that the Lagrange multiplier corresponding to the mixed control-state inclusion constraint be represented via an integrable function, a strong normality condition involving the notion of the critical tangent cone is introduced.

Key words. first- and second-order optimality conditions, critical cone, critical tangent cone, set-valued constraints

AMS subject classifications. 49B27, 49B36

DOI. 10.1137/S1052623401389774

1. Introduction. Consider the following optimization problem:

\[(P) \quad \text{Minimize } F(z) \quad \text{subject to } \ G(z) \in Q, \ H(z) = 0,\]

where \( F : \mathcal{D} \to \mathbb{R}, \ G : \mathcal{D} \to X, \ H : \mathcal{D} \to Y, \) and \( X, Y, Z \) are Banach spaces, \( \mathcal{D} \subset Z \) is nonempty and open, and \( Q \subset X \) is a closed convex set with nonempty interior.

The prototype of such problems arises, for instance, in optimal control theory with control and/or state constraints in the inclusion form \( x(t) \in Q(t). \)

Better understanding of optimality conditions is an ongoing topic of research for several researchers. This question is of great value in theory and in applications. Usually, such conditions must be given in terms of the original data of the problem and, in the context of necessity, are expected to be as strong as they can be.

In 1988, Kawasaki [Kaw88a], [Kaw91] discovered, for the problem \((P)\), where \( Q \) is a cone, second-order necessary conditions that contain an extra term manifesting the presence of infinitely many inequalities in the constraint \( G(z) \in Q. \) This phenomenon is known as the “envelope-like effect” and extends the results found in [BT80] and [BTZ82]. Such a result was generalized by Cominetti in [Com90]. Both results assumed a Mangasarian–Fromovitz-type condition.

In [PZ94a] the authors generalized the results of [Kaw88a], [Kaw91], [Kaw92], and [Com90] to the nondifferentiable case without assuming a Mangasarian–Fromovitz condition. The second-order admissible variation set used therein (defined first by Dubovitskii and Milyutin in [DM63] and [DM65]) is described in the following definition.
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DEFINITION. Let $X$ be a normed space, $Q \subset X$, $x \in Q$, and $d \in X$. A vector $v \in X$ is called a second-order admissible variation of $Q$ at $x$ in the direction $d$ if there exists $\varepsilon > 0$ such that

$$x + \varepsilon d + \varepsilon^2 (v + u) \in Q \quad \text{for all} \quad 0 < \varepsilon < \varepsilon, \|u\| < \varepsilon, \ u \in X.$$ 

The set of all such variations is denoted by $V(x, d|Q)$. It follows directly from the definition that $V(x, d|Q)$ is an open set. If $Q$ is also convex, then $V(x, d|Q)$ is convex as well.

In order to derive meaningful second-order optimality conditions, it is necessary to select directions $d$ that guarantee the nonemptiness of $V(x, d|Q)$. Such directions $d \in X$ are labeled as the critical directions of $Q$ at $x$ and form a set called the critical direction cone to $Q$ at $x$. Throughout this paper, this cone will be denoted by $C(x|Q)$.

It can be easily seen that $C(x|Q)$ is a convex cone if $Q$ is convex.

Define

$$S(x|Q) := \text{cone}(Q - x) := \{\lambda(q - x) \mid q \in Q, \lambda > 0\}$$

and its closure

$$T(x|Q) := \text{cl}(Q - x) = \text{cl} S(x|Q).$$

If $Q$ is convex, then for the nonemptiness of $V$ it is necessary, but not sufficient, that the interior of $Q$ be nonempty and that $d$ belong to $T(x|Q)$. However, the nonemptiness of $V$ is assured if $\text{intr} Q \neq \emptyset$ and $d \in S(x|Q)$. Therefore, for convex $Q$, we have

$$S(x|Q) \subset C(x|Q) \subset T(x|Q).$$

In the applications, when the inequality-type constraint is expressed in terms of several inclusions and inequalities, it is useful to know the following easy-to-establish product rules:

$$C(x|Q) = \prod_{i=1}^{k} C(x_i|Q_i) \quad \text{and} \quad V(x, d|Q) = \prod_{i=1}^{k} V(x_i, d_i|Q_i),$$

where $Q_1, \ldots, Q_k$ are subsets of vector spaces, $Q := Q_1 \times \cdots \times Q_k$, $x = (x_1, \ldots, x_k) \in Q$, $d = (d_1, \ldots, d_k) \in C(x|Q)$.

In order to recall the first- and second-order necessary conditions for $(\mathcal{P})$ obtained in [PZ94a, Corollary 2] and in [PZ96], we need to introduce the following notation and notions.

- A point $\hat{z} \in \mathcal{D}$ is called an admissible point for $(\mathcal{P})$ if $G(\hat{z}) \in Q$ and $H(\hat{z}) = 0$ hold. A point $\hat{z} \in \mathcal{D}$ is a solution (local minimum) of the problem if it is admissible and there exists a neighborhood $U$ of $\hat{z}$ such that $F(z) \geq F(\hat{z})$ for all admissible points $z \in U$.
- A point $\hat{z} \in \mathcal{D}$ is called a regular point for $(\mathcal{P})$ if $F$, $G$, and $H$ are strictly Fréchet differentiable at $\hat{z}$ and the range of the linear operator $H'(\hat{z})$ is a closed subspace of $Y$.

Let $\hat{z}$ be an admissible regular point for $(\mathcal{P})$ and $d \in Z$.

- A vector $\delta z \in Z$ is called a critical direction at $\hat{z}$ for $(\mathcal{P})$ if
  $$F'(\hat{z})\delta z \leq 0, \quad G'(\hat{z})\delta z \in C(G(\hat{z})|Q), \quad H'(\hat{z})\delta z = 0.$$
• A vector $\delta z \in Z$ is called a regular direction at $\hat{z}$ for $(P)$ if the second-order directional derivative of $L := (F, G, H)$,

$$L''(\hat{z}, \delta z) := \lim_{\varepsilon \to 0^+} \frac{L(\hat{z} + \varepsilon \delta z) - L(\hat{z}) - \varepsilon L'(\hat{z})\delta z}{\varepsilon^2},$$

exists. Clearly, the zero vector is always a regular critical direction at $\hat{z}$ for $(P)$.

Now we are ready to state a particular case of the result of [PZ94a, Corollary 2].

**Theorem 1.1.** Let $\hat{z}$ be a regular local solution of the above problem $(P)$. Then, for all regular critical directions $\delta z$, there correspond Lagrange multipliers $\lambda \geq 0$, $x^* \in X^*$, and $y^* \in Y^*$ (which depend on $\delta z$) such that at least one of them is different from zero and the following relations hold:

\[(1.1) \quad x^* \in N(G(\hat{z})|Q),\]

\[(1.2) \quad \lambda F'(\hat{z})z + \langle x^*, G'(\hat{z})z \rangle + \langle y^*, H'(\hat{z})z \rangle = 0 \quad \text{for} \quad z \in Z,\]

and

\[(1.3) \quad \lambda F''(\hat{z}, \delta z) + \langle x^*, G''(\hat{z}, \delta z) \rangle + \langle y^*, H''(\hat{z}, \delta z) \rangle \geq 2\delta^* \langle x^* | V(G(\hat{z}), G'(\hat{z})\delta z|Q) \rangle.\]

(Here $\delta^*$ denotes the support functional defined by $\delta^*(x^*|V) := \sup_{v \in V} \langle x^*, v \rangle$ for $(x^* \in X^*)$, and $N(x|Q)$ denotes the adjoint cone of $T(x|Q)$, that is, the cone of outward normals to the set $Q$ at the point $x$.)

As we have seen, the criticality of $\delta z$ requires that $d \in C(x|Q)$, where $x := G(\hat{z})$ and $d := G'(\hat{z})\delta z$. However, in order that $d$ be in $C(x|Q)$, it is only necessary that $Q$ have a nonempty interior and that $d$ belong to $T(x|Q)$. If $d \in S(x|Q)$, then $V(x, d|Q)$ is nonempty and $V(x, d|Q) = \text{cone}\{\text{intr}Q - x - d\}$ (cf. [PZ94a, Theorem 4]). In this case the right-hand side in the second-order condition (1.3) vanishes. However, examples are provided by Kawasaki [Kaw88a] which show that the necessary conditions with extra term, that is, when $d \in T(x|Q)$, handle situations that cannot be handled with previous results where $d$ is taken from $S(x|Q)$. Thus, one has to also consider directions $d \in T(x|Q) \setminus \text{cone}(Q - x)$. In this important case two questions naturally arise from Theorem 1.1:

(i) How can we check the nonemptiness of $V(x, d|Q)$; that is, how can the critical cone $C(x|Q)$ be characterized in terms of $Q$?

(ii) How can we evaluate the support function of $V(x, d|Q)$?

A significant setting is the case when $Q$ is a subset of $C(T, \mathbb{R}^e)$ defined by

\[(1.4) \quad Q = \text{sel}_C(Q) := \{ \ x \in C(T, \mathbb{R}^e) \mid x(t) \in Q(t) \ \text{for all} \ t \in T \ \},\]

where $Q$ is a lower semicontinuous set-valued map whose images are closed, convex sets with nonempty interior, and $T$ is a compact Hausdorff space. The importance of this type of constraint stems from control problems with state constraints.

Another case of interest is when $Q$ is a subset of $\mathcal{L}^\infty(\Omega, \mathbb{R}^e)$ defined by

\[(1.5) \quad Q = \text{sel}_{\mathcal{L}}(Q) := \{ \ x \in \mathcal{L}^\infty(\Omega, \mathbb{R}^e) \mid x(t) \in Q(t) \ \text{for a.e.} \ t \in \Omega \ \},\]

where $Q$ is a measurable set-valued map whose images are closed and have nonempty interior, and $(\Omega, \mathcal{A}, \nu)$ is a complete finite measure space. This type of constraint is typical for control constraints in control problems.
The main goal of this paper is to investigate these two types of constraints so that the application of Theorem 1.1 to optimal control problems leads to weak-local optimality necessary conditions that are phrased in terms of the original data; part of these results is announced in [PZ01]. However, given the fact that the state variable \( x \) and the control variable \( u \) belong to different spaces, it has been known for a long time (see, e.g., [PZ94b, Theorem 3]) that to obtain a result for an optimal control problem by applying an abstract result like Theorem 1.1, one should first derive a specialized version of that abstract result that takes into account the distinct features of each of these variables. Such a result has been developed in [PZ94b] and will be recalled in the next section.

Since, for control problems, the constraint set \( Q \) could be a product of different types of constraints, that is, endpoint set-inclusion, control and state set-inclusion, therefore, we shall need the following sum rule for the extra term in (1.3):

\[
\delta^*(x^*|V(x, d|Q)) = \sum_{i=1}^{k} \delta^*(x_i^*|V(x_i, d_i|Q_i)),
\]

where \( Q_1, \ldots, Q_k \) are subsets of vector spaces, \( Q := Q_1 \times \cdots \times Q_k, x = (x_1, \ldots, x_k) \in Q, d = (d_1, \ldots, d_k) \in C(x|Q), \) and \( x^* = (x_1^*, \ldots, x_k^*) \).

The paper is divided as follows. In section 2, auxiliary results needed for the main result are presented. In particular, when \( Q \) is given by (1.4) or (1.5), we recall the characterizations of both normal and critical cones \((N(x|Q)\) and \(C(x|Q)\)), and the evaluation of the support function of \( V(x, d|Q) \) in terms of the images of the set-valued map \( Q \). Also, we state a special version of Theorem 1.1 which is tailored for the abstract control setting and which will be used later in proving the main result. However, when \( Q \) is given by (1.5), the multiplier \( x^* \) in Theorem 1.1 corresponding to the set inclusion constraint is in general in \((L^\infty(\Omega, \mathbb{R}^r))^*\). Therefore, it is important in this case to obtain a reasonable sufficiency criterion for \( x^* \) to be represented by an integrable function. This is accomplished in section 3 by using a uniform solvability criterion. In section 4, the results of the preceding sections are used to obtain second-order necessary conditions for optimality in a general optimal control problem with control and state set-valued constraints. These conditions are phrased in terms of the critical tangent cone. A specialization of Theorem 4.1 to the case of inequality constraints is presented in Corollary 4.1. Therein, only the extra term corresponding to the pure-state constraints remains present. This term is phrased in terms of the function \( \sigma \) defined in (2.14). Finally, a numerical example is provided at the end of section 4 in order to illustrate the utility of these results.

2. Auxiliary results. When dealing with control problems, there are two special cases for \( X \) and \( Q \) where the characterization of the critical cone \( C(x|Q) \) and the evaluation of the support function of \( V(x, d|Q) \) are imperative.

The first setting considers \( X = \mathcal{C}(T, \mathbb{R}^r) \), where \( T = (T, \rho) \) is a compact metric space, and \( Q : T \to 2^{\mathbb{R}^r} \) is a lower semicontinuous set-valued function whose images are closed and convex with nonempty interior. Define the \( Q \subset \mathcal{C}(T, \mathbb{R}^r) \) as the set of continuous selections of \( Q \) by

\[
Q = \text{sel}_C(Q) := \{ x \in \mathcal{C}(T, \mathbb{R}^r) \mid x(t) \in Q(t) \text{ for } t \in T \}.
\]

Then \( \text{sel}_C(Q) \) is a closed convex set of \( \mathcal{C}(T, \mathbb{R}^r) \).

Regarding \( Q = \text{sel}_C(Q) \), a thorough study of convex analysis concepts (normal and tangent cones, support function, etc.) was developed in [PZ99a]. For instance, if
we denote by $\frac{d\mu}{d|\mu|}$ the Radon–Nikodym derivative of $\mu$ with respect to $|\mu|$, it is shown that

\[(2.2)\]
\[\mu \in N(x|\text{sel}_C(Q)) \quad \text{if and only if} \quad \frac{d\mu}{d|\mu|}(t) \in N(x(t)|Q(t)) \quad \text{for \mu-a.e. } t \in T.\]

Results concerning the second-order admissible variations, critical cone, and application to abstract optimization were derived in [PZ98]. The nonemptiness of the interior of the images of the set-valued function $Q$ implies, by [PZ99a, Theorem 4.2], that $\text{sel}_C(Q)$ has a nonempty interior, too. A characterization of the set of critical directions is offered by the following results from [PZ98, Theorem 3.5, Lemmas 3.6 and 3.8]. Note that condition (2.3) below needs to be verified for $\xi \in \mathbb{R}^\gamma$, i.e., over a finite-dimensional space.

**Theorem 2.1.** Let $x \in \text{sel}_C(Q)$. Then $d \in C(T,\mathbb{R}^\gamma)$ is in the critical cone $C(x|\text{sel}_C(Q))$ if and only if there exists a constant $M > 0$ such that, for all $t \in T$,

\[(2.3)\]
\[\langle \xi, d(t) \rangle^2 \leq M|\xi|^2(\delta^*(\xi|Q(t)) - \langle \xi, x(t) \rangle) \quad \text{whenever } \xi \in \mathbb{R}^\gamma \text{ and } \langle \xi, d(t) \rangle > 0.\]

A consequence of Theorem 2.1 concerns the connection between $C(x|\text{sel}_C(Q))$ and the set-valued mapping $t \mapsto C(x(t)|Q(t))$. From Theorem 2.1 applied to $Q := Q(t)$, $T = \{t\}$, and $d = d(t)$ (where $t$ is kept fixed), it results that $d(t) \in C(x(t)|Q(t))$ is equivalent to the fact that (2.3) holds for some constant $M_t > 0$. Therefore, Theorem 2.1 can be reformulated as follows:

A continuous function $d$ belongs to $C(x|\text{sel}_C(Q))$ if and only if

\[(2.4)\]
\[d(t) \in C(x(t)|Q(t)) \quad (t \in T),\]

and the corresponding constants $M_t$ from (2.3) can be chosen to be uniformly bounded.

When (2.3) is valid for some constant $M$ and for all $t \in T$, then we say that (2.4) holds uniformly in $t \in T$.

The second special setting is when $X = L^\infty(\Omega,\mathbb{R}^\gamma)$, where $(\Omega,A,\nu)$ is a complete finite measure space, and $Q : \Omega \to 2^{\mathbb{R}^\gamma}$ is a measurable set-valued function whose images are closed sets with nonempty interior and $\text{sel}_\infty(Q)$ is defined by

\[Q = \text{sel}_\infty(Q) := \{x \in L^\infty(\Omega,\mathbb{R}^\gamma) \mid x(t) \in Q(t) \text{ for a.e. } t \in \Omega\}.\]

For this case, the concept of convex analysis was studied in [PZ99b], [PZ99c]. In particular, for $x \in \text{sel}_\infty(Q)$ and for $\varphi \in L^1(\Omega,\mathbb{R}^\gamma)$,

\[(2.5)\]
\[\varphi \in N(x|\text{sel}_\infty(Q)) \quad \text{if and only if} \quad \varphi(t) \in N(x(t)|Q(t)) \quad \text{for a.e. } t \in \Omega.\]

For the second-order admissible variations, critical cone, and the application to second-order optimality conditions in an abstract setting, results were obtained in [PZ00].

In order that the interior of $\text{sel}_\infty(Q)$ be nonempty it is necessary and sufficient (by [PZ99c, Theorem 3]; see also [PZ99b]) to assume that $Q$ satisfies

\[(2.6)\]
\[\exists r \geq \rho > 0 \text{ and, for a.e. } t \in \Omega, \exists x_t \in \mathbb{R}^\gamma \text{ such that } B_{x_t}(x_t) \subset Q(t) \cap B_r,\]
where \( B_\rho(x) \) stands for the ball centered at \( x \) of radius \( \rho \), and \( B_r \) stands for the ball centered at 0 of radius \( r \).

The following consists of a characterization of \( C(x|\text{sel}_\infty(Q)) \). It provides a verifiable condition over a finite-dimensional space. As was the case in Theorem 2.1 for the space of continuous functions, (2.7) below is to be checked for elements \( \xi \in \mathbb{R}^q \) even though the underlying space is \( L^\infty(\Omega, \mathbb{R}^q) \).

**Theorem 2.2.** Let \( Q : \Omega \to 2^{\mathbb{R}^q} \) be a measurable set-valued map whose images are closed convex sets and satisfy (2.6). Let \( x \in \text{sel}_\infty(Q) \) and \( d \in L^\infty(\Omega, \mathbb{R}^q) \). Then \( d \in C(x|\text{sel}_\infty(Q)) \) if and only if there exists a constant \( M > 0 \) such that, for a.e. \( t \in \Omega \), the following condition is valid:

\[
\langle \xi, d(t) \rangle^2 \leq M \| \xi \| (\delta^*(\xi|Q(t)) - \langle \xi, x(t) \rangle) \quad \text{whenever} \quad \xi \in \mathbb{R}^q \text{ and } \langle \xi, d(t) \rangle > 0.
\]

From Theorem 2.2 it readily follows that, for a.e. \( t \in \Omega \), \( d(t) \in C(x(t)|Q(t)) \) if and only if (2.7) holds for some \( M_t > 0 \) on the domain indicated. Therefore, Theorem 2.2 can be rephrased as

A bounded measurable function \( d \) belongs to \( C(x|\text{sel}_\infty(Q)) \) if and only if

\[
d(t) \in C(x(t)|Q(t)) \quad \text{for a.e. } (t \in \Omega),
\]

and the corresponding constants \( M_t \) from (2.7) can be chosen to be uniformly bounded on a set of full measure.

When (2.7) is valid for some constant \( M \) and for a.e. \( t \in \Omega \), then we say that (2.8) holds almost uniformly on \( \Omega \).

The rest of this section is devoted to recalling the results on the calculation of the support functional to the second-order admissible variation set of \( \text{sel}_C(Q) \) and \( \text{sel}_\infty(Q) \), respectively.

We introduce the following notation. Let \( Q \) be a subset of \( \mathbb{R}^q \), \( x \in Q \), and \( d \in \mathbb{R}^q \). Denote

\[
E(x, d|Q)(\xi) := \frac{\langle \xi, d \rangle^2}{4(\|\xi, x\| - \delta^*(\xi|Q))} \quad \text{for } \xi \in \mathbb{R}^q \text{ such that } \xi \notin N(x|Q).
\]

Note that \( E(x, d|Q)(\xi) \) is well defined, because \( \langle \xi, x \rangle - \delta^*(\xi|Q) \neq 0 \) if and only if \( \xi \notin N(x|Q) \). If \( d \in T(x|Q) \) and \( \langle \xi, d \rangle > 0 \), then \( \xi \notin N(x|Q) \); hence, in this case, \( E(x, d|Q)(\xi) \) is defined for \( \langle \xi, d \rangle > 0 \).

Set

\[
d^\perp := \{ \xi \in \mathbb{R}^q \mid \langle \xi, d \rangle = 0 \}, \quad d^\triangledown := \{ \xi \in \mathbb{R}^q \mid \langle \xi, d \rangle > 0 \},
\]

and define from \( \mathbb{R}^q \) to the extended reals the function

\[
\mathcal{E}(x, d|Q)(\xi) := \begin{cases} 
\liminf_{\xi \in \xi < \xi} E(x, d|Q)(\xi) & \text{if } \xi \in N(x|Q) \cap d^\perp, \\
+\infty & \text{otherwise}.
\end{cases}
\]

One can see that \( \mathcal{E}(x, d|Q)(\cdot) \) is a positively homogeneous and also lower semicontinuous function on \( \mathbb{R}^q \setminus \{0\} \).

Define the convex regularization \( \mathcal{CE}(x, d|Q)(\cdot) \) to be the largest lower semicontinuous convex function below \( \mathcal{E}(x, d|Q)(\cdot) \); that is,

\[
\overline{\mathcal{E}}(x, d|Q)(\xi) = \sup \{ \varphi(\xi) \mid \varphi : \mathbb{R}^q \to [-\infty, \infty] \text{ is convex and lsc}, \varphi(\xi) \leq \mathcal{E}(x, d|Q)(\zeta) \forall \zeta \in \mathbb{R}^q \setminus \{0\} \}.
\]

It results that \( \overline{\mathcal{E}}(x, d|Q)(\cdot) \) is also sublinear.
The following result offers an evaluation of the support function of the set $V(x, d \mid \text{sel}_\infty(Q))$ at linear functionals that can be represented in terms of integrable functions (cf. [PZ00, Corollary 2.7]).

**Theorem 2.3.** Let $Q$ be a closed convex set-valued measurable set-valued map on $\Omega$, $x \in \text{sel}_\infty(Q)$, and $d \in C(x \mid \text{sel}_\infty(Q))$, and let $\varphi \in L^1(\Omega, \mathbb{R}^+)$. Then

\[
\delta^*(\varphi \mid V(x, d \mid \text{sel}_\infty(Q))) = \int_\Omega \varpi E(x(t), d(t)Q(t))d\nu(t). \tag{2.10}
\]

A common type of constraint is when $Q$ comes from inequality constraints, that is, when $Q(t) = \mathbb{R}^+$. In this case the description of the critical cone and the evaluation of the support function simplify drastically.

**Corollary 2.1.** Let $x \in \text{sel}_\infty(\mathbb{R}^+)$, Then a bounded measurable function $d = (d_1, \ldots, d_r) : \Omega \to \mathbb{R}^r$ is in $C(x \mid \text{sel}_\infty(\mathbb{R}^+))$ if and only if

(i) there exists a constant $M \geq 0$ such that, for all $i = 1, \ldots, r$ and for a.e. $t \in \Omega$, $d_i(t) - Mx_i(t) \leq 0$ whenever $x_i(t) \leq 0$ and $d_i(t) > 0$ hold;

(ii) for a.e. $t \in \Omega$ with $x_i(t) = 0$, we have $d_i(t) \leq 0$.

Furthermore, let $x \in \text{sel}_\infty(\mathbb{R}^+)$, $d \in C(x \mid \text{sel}_\infty(\mathbb{R}^+))$, and let $\varphi : \Omega \to \mathbb{R}^+$ be an integrable function such that $\varphi^T(x)(t) = 0$ and $\varphi^T(t)d(t)$ is $0$ for a.e. $t \in \Omega$. Then

\[
\delta^*(\varphi \mid V(x, d \mid \text{sel}_\infty(\mathbb{R}^+))) = 0. \tag{2.11}
\]

**Proof.** Using the product rule for the critical cone and the first part of [PZ94b, Lemma 7], we get that the inclusion $d \in C(x \mid \text{sel}_\infty(\mathbb{R}^+))$ is characterized by conditions (i) and (ii).

Observe that the nonnegativity of $\varphi$ and the conditions $\varphi^Tx = 0$ and $\varphi^Td = 0$ yield that $\varphi^T x_i = 0$ and $\varphi^T d_i = 0$ for all $i = 1, \ldots, r$ almost everywhere in $\Omega$. Thus, applying the sum rule for the evaluation of the support function of second-order variation sets and the second part of [PZ94b, Lemma 7], the second statement of the corollary will follow. \qed

The analogous result for the case of $Q = \text{sel}_C(Q)$ requires more involved notions (see [PZ98]). Let $T$ be a compact metric space, and let $Q : T \to 2^{\mathbb{R}^n}$ be a set-valued function whose images are closed and convex sets with nonempty interior. Let $x \in \text{sel}_C(Q)$ and $d \in C(x \mid \text{sel}_C(Q))$. Denote by $d^\# : T \to 2^{\mathbb{R}^n}$ the following set-valued function:

\[
d^\#(t) = \{ \xi \in \mathbb{R}^n \mid \exists t_n \to t, \exists \xi_n \to \xi \text{ with } \xi_n \in d(t_n)^\gamma \forall n \}.
\]

Define

\[
\mathbb{E}(x, dQ)(t, \xi) := \begin{cases} 
\liminf_{(r, \zeta) \to (t, \xi)^\gamma} E(x(s), d(s)Q(s))(\zeta) & \text{if } \xi \in N(x(t)Q(t)) \cap d(t)^\perp \cap d^\#(t), \\
0 & \text{if } \xi \in N(x(t)Q(t)) \cap d(t)^\perp \setminus d^\#(t), \\
+\infty & \text{otherwise},
\end{cases}
\]

Define the convex regularization $\varpi \mathbb{E}(x, dQ)(\cdot, \cdot)$ to be the largest lower semicontinuous function $\varphi : T \times \mathbb{R}^n \to [\infty, \infty]$ below $\mathbb{E}(x, dQ)(\cdot, \cdot)$ such that, for each $t \in T$, the function $\xi \mapsto \varphi(t, \xi)$ is convex on $\mathbb{R}^n$.

In the following result (cf. [PZ98, Theorem 3.10]), we describe how the support functional of $V(x, d \mid \text{sel}_C(Q))$ can be evaluated in terms of $\varpi \mathbb{E}$. 


THEOREM 2.4. Let $T$ be a compact metric space, and let $Q : T \to 2^{\mathbb{R}_+}$ be a lower semicontinuous set-valued function whose images are closed and convex with nonempty interior. Let $x \in \text{sel}_C(Q)$, $d \in C(x|\text{sel}_C(Q))$, and let $\mu$ be a bounded vector-valued Borel measure on $T$. Then

$$
\delta^*(\mu|V(x, d|\text{sel}_C(Q))) = \int_T \varphi(x, d|\text{sel}_C(Q))(t, \frac{d\mu}{d|\mu|(t)}) d|\mu|(t),
$$

where $\frac{d\mu}{d|\mu|}(-)$ is the Radon–Nikodým derivative of $\mu$ with respect to its total variation $|\mu|$.

For given continuous functions $a, b : T \to \mathbb{R}$, define $\sigma_{a,b} : T \to [-\infty, \infty]$ by

$$
\sigma_{a,b}(t) := \begin{cases} 
\liminf_{\alpha(\tau) \to 0, \beta(\tau) > 0} \frac{b^2(\tau)}{4a(\tau)} & \text{if } t \in T_{a=0, b=0} \cap \partial(T_{a<0, b>0}), \\
0 & \text{if } t \in T_{a=0, b=0} \setminus \partial(T_{a<0, b>0}), \\
+\infty & \text{otherwise},
\end{cases}
$$

where

$$
T_{a=0, b=0} := \{t \in T | a(t) = 0, b(t) = 0\}, \quad T_{a<0, b>0} := \{t \in T | a(t) < 0, b(t) > 0\}.
$$

COROLLARY 2.2. Let $x = (x_1, \ldots, x_\kappa) \in \text{sel}_C(\mathbb{R}_+^\kappa)$. Then a continuous function $d = (d_1, \ldots, d_\kappa) : T \to \mathbb{R}^\kappa$ is in $C(x|\text{sel}_C(\mathbb{R}_+^\kappa))$ if and only if

(i) there exists a constant $M \geq 0$ such that, for all $i = 1, \ldots, \kappa$ and for all $t \in T$,

$$
d^2_i(t) \leq -M x_i(t) \text{ whenever } x_i(t) \leq 0 \text{ and } d_i(t) > 0 \text{ hold};
$$

(ii) for all $t \in T$ with $x_i(t) = 0$, we have $d_i(t) \leq 0$.

Furthermore, let $x \in \text{sel}_C(\mathbb{R}_+^\kappa)$, $d \in C(x|\text{sel}_C(\mathbb{R}_+^\kappa))$, and let $\mu = (\mu_1, \ldots, \mu_\kappa)$ be a bounded vector-valued Borel measure on $T$ with nonnegative components such that $\text{supp} \mu_i \subset \{t \in T | x_i(t) = 0, d_i(t) = 0\}$ for all $i = 1, \ldots, \kappa$. Then

$$
\delta^*(\mu|V(x, d|\text{sel}_C(\mathbb{R}_+^\kappa))) = \sum_{i=1}^\kappa \int_T \sigma_{x_i, d_i}(t) d\mu_i(t).
$$

Proof. Using the product rule for the critical cone and [PZ98, Corollary 4.2(i)], we get that the inclusion $d \in C(x|\text{sel}_C(\mathbb{R}_+^\kappa))$ is characterized by conditions (i) and (ii).

Applying the sum rule for the evaluation of the support function of second-order variation sets and [PZ98, Corollary 4.2(iv)], the second statement of the corollary will also follow.

In the rest of this section we present second-order optimality conditions for the following abstract control problems, which are a special form of the problem (P). This problem allows the distinction between the control and the state variables:

Assume that $X, U, Y, V,$ and $W$ are Banach spaces (over $\mathbb{R}$), and $D \subset X \times U$ is nonempty and open. Let $F : D \to \mathbb{R}$, $G : D \to V$, $H : D \to W$, $K : D \to Y$, and, further, that $Q \subset V$ is a closed convex set with nonempty interior. The problem (P) is to minimize $F(x, u)$ in $(x, u) \in D$ subject to

(i) $G(x, u) \in Q$ (Banach space–valued mixed state-control inequality and control set constraint),

(ii) $H(x, u) = 0$ (Banach space–valued mixed state-control equality),

(iii) $K(x, u) = 0$ (control system).
The admissibility and optimality of a pair \((x, u) \in D\) is defined similarly to that of problem \((P)\).

The second constraint \(G(x, u) \in Q\) is able to handle Banach space–valued inequalities and control set constraint as well. For instance, if \(Q\) is a closed convex cone with nonempty interior, then introducing the ordering \(\leq_Q\) in \(V\) by \(x \leq_Q y \iff x - y \in Q\), one can see that our first constraint can be rewritten as \(G(x, u) \leq_Q 0\). On the other hand the constraints \(u \in Q\) or \(x \in Q\), where \(Q\) is a convex set with nonempty interior, are obviously a particular case of (i). In this case problem \((P)\) specializes to the mixed problem dealt with in [IT79, section 1.1.3, p. 70]. However, both the regularity assumptions and the results are of a different nature from those in our case.

At this stage one cannot make any difference between the mixed state-control equality and control system constraints. However, the difference becomes clear when evoking the regularity conditions stated below.

A pair \((\hat{x}, \hat{u}) \in D\) is called regular for problem \((P)\) if the following conditions are satisfied:

1. \(G\) is strictly Fréchet differentiable at \((\hat{x}, \hat{u})\);
2. \(H\) is strictly Fréchet differentiable at \((\hat{x}, \hat{u})\) and the partial Fréchet derivative \(H_u(\hat{x}, \hat{u}) : U \to W\) has the full rank property; that is, it has a bounded right inverse;
3. \(K\) is strictly Fréchet differentiable at \((\hat{x}, \hat{u})\) and the equation is an abstract control system at \((\hat{x}, \hat{u})\); i.e., the partial derivative \(K_x(\hat{x}, \hat{u})\) is a Fredholm operator and \(K_u(\hat{x}, \hat{u})\) is compact.

We note that when \(K\) fulfills the above assumption at each point of \(D\), then the equation \(K = 0\) will be called a (global) control system. It is worth noting that if \(K\) is continuously Fréchet differentiable on \(D\), \(K_x\) is a Fredholm operator, and \(D\) is a connected set, then ind \(K_x\) is constant on \(D\) and hence the index of a control system could be defined.

We indicate by \(\hat{\Phi}\) the evaluation of the function \(\Phi\) at \((\hat{x}, \hat{u})\).

Let \((\hat{x}, \hat{u})\) be a regular admissible pair for problem \((P)\). A direction \((\delta x, \delta u) \in X \times U\) is called regular for our problem \((P)\) at \((\hat{x}, \hat{u})\) if

1. \((\hat{x}, \hat{u})\) the second-order directional derivatives \(\hat{G}'(\delta x, \delta u), \hat{H}'(\delta x, \delta u), \text{ and } \hat{K}'(\delta x, \delta u)\) of \(G, H, \text{ and } K\), respectively, exist at \((\hat{x}, \hat{u})\) in the direction \((\delta x, \delta u)\).

A direction \((\delta x, \delta u) \in X \times U\) is called critical for \((P)\) at \((\hat{x}, \hat{u})\) if

1. \(F_\delta x \delta x + F_\delta u \delta u \leq 0;\)
2. \(\hat{G}_x \delta x + \hat{G}_u \delta u \in C(\hat{G}(Q)), \hat{H}_x \delta x + \hat{H}_u \delta u = 0, \hat{K}_x \delta x + \hat{K}_u \delta u = 0.\)

One can check that \((\delta x, \delta u) = (0, 0)\) is always a regular and critical direction at \((\hat{x}, \hat{u})\) for \((P)\).

The next result is the multiplier rule for problem \((P)\) obtained in [PZ94b, Theorem 3].

**Theorem 2.5.** Let \((\hat{x}, \hat{u})\) be a regular solution for problem \((P)\). Then, for every regular critical direction \((\delta x, \delta u) \in X \times U\), there exist Lagrange multipliers \(v^* \in V^*, w^* \in W^*, \text{ and } y^* \in Y^*\) such that at least one of them is different from zero and the following relations hold:

\[
\langle v^*, v \rangle \leq 0 \quad \text{for } v \in Q - \hat{G}, \quad \langle v^*, \hat{G}_x \delta x + \hat{G}_u \delta u \rangle = 0,
\]

\[
\lambda \hat{F}_x + v^* \circ \hat{G}_x + w^* \circ \hat{H}_x + y^* \circ \hat{K}_x = 0,
\]

\[
\lambda \hat{F}_u + v^* \circ \hat{G}_u + w^* \circ \hat{H}_u + y^* \circ \hat{K}_u = 0,
\]
and

\[
\lambda \mathbf{F}''(\delta x, \delta u) + \langle v^*, \mathbf{G}''(\delta x, \delta u) \rangle + \langle w^*, \mathbf{H}''(\delta x, \delta u) \rangle + \langle y^*, \mathbf{K}''(\delta x, \delta u) \rangle \geq 2\delta^* (v^* V(\hat{\mathbf{G}}, \hat{\mathbf{G}}_x \delta x + \hat{\mathbf{G}}_a \delta u|\mathbf{Q})).
\]

(2.19)

3. Uniform solvability criteria. In the next result, we characterize the solvability of a system of linear equations over cones in different ways.

**Theorem 3.1.** Let \( G \in \mathbb{R}^{\gamma \times m} \), \( H \in \mathbb{R}^{\delta \times m} \), and \( D \in \mathbb{R}^{\gamma \times q} \) be matrices and let \( C \subset \mathbb{R}^q \) be a closed convex cone. Then the following four statements are equivalent to each other:

(i) For all vectors \( v \in \mathbb{R}^\gamma \) and \( w \in \mathbb{R}^\delta \), there exist \( a \in \mathbb{R}^m \) and \( c \in C \) such that

\[
v = Ga - Dc \quad \text{and} \quad w = Ha.
\]

(3.1)

(ii) If \( \xi \in \mathbb{R}^\gamma \), \( \eta \in \mathbb{R}^\delta \), then

\[
\xi^T G + \eta^T H = 0 \quad \text{and} \quad \xi^T D \in C^o
\]

are valid if and only if \( (\xi, \eta) = (0,0) \). (Here \( C^o \) denotes the polar cone of \( C \)).

(iii) There exists a constant \( \tau > 0 \) such that

\[
|\xi^T G + \eta^T H|^2 + [\text{dist}(\xi^T D, C^o)]^2 \geq \tau |(\xi, \eta)|^2 \quad ((\xi, \eta) \in \mathbb{R}^\gamma \times \mathbb{R}^\delta).
\]

(3.3)

(iv) The matrix \( H \) is of full rank and there exist two maps \( a : \mathbb{R}^\gamma \times \mathbb{R}^\delta \to \mathbb{R}^m \), \( c : \mathbb{R}^\gamma \times \mathbb{R}^\delta \to \mathbb{R}^q \) and a constant \( \rho > 0 \) such that

\[
Ga(v, w) - Dc(v, w) = v, \quad Ha(v, w) = w, \quad c(v, w) \in C \quad ((v, w) \in \mathbb{R}^\gamma \times \mathbb{R}^\delta),
\]

and \( ||(HH^T)^{-1}|| \leq \rho \).

(3.4)

\[
|a(v, w)| \leq \rho \left[ ||G|| + ||H|| \right] |(v, w)|,
\]

\[
|c(v, w)| \leq \rho ||D||(v, w) \quad ((v, w) \in \mathbb{R}^\gamma \times \mathbb{R}^\delta).
\]

(3.5)

Moreover, if (iii) holds, then \( \rho \) can be chosen such that \( \rho \leq 1/\tau \).

**Remark 3.1.** As we shall soon see in the proof below, the equivalence (i) \( \iff \) (ii) \( \iff \) (iii) and the implication (iv) \( \implies \) (i) are straightforward. Note that the equivalence between (i) and (iv) could be obtained via an open-mapping theorem for convex processes (i.e., the Robinson–Ursescu theorem). However, the main contribution of Theorem 3.1 lies in the implication (iii) \( \implies \) (iv), and more specifically in the fact that the constant \( \rho \) turns out to be less than or equal to \( 1/\tau \), where \( \tau \) is the constant in (3.3). This fact becomes crucial when applying the result of Theorem 3.1 to data that consist of essentially bounded matrix-valued functions.

**Proof.** (i) \( \iff \) (ii). Assume that (i) is true and let \( \xi \in \mathbb{R}^\gamma \) and \( \eta \in \mathbb{R}^\delta \) such that (3.2) holds. Let \( v \in \mathbb{R}^\gamma \) and \( w \in \mathbb{R}^\delta \) be arbitrary. By (i), there exist \( a \in \mathbb{R}^m \) and \( c \in C \) such that (3.1) holds. Multiplying these equations by \( \xi \) and \( \eta \), respectively, we get

\[
\xi^T v + \eta^T w = \xi^T Ga - \xi^T Dc + \eta^T Ha = -\xi^T Dc \geq 0.
\]

Hence \( \xi^T v + \eta^T w \geq 0 \) for all \( v \) and \( w \). This implies that \( \xi = 0 \) and \( \eta = 0 \).
Conversely, assume that (ii) holds but (i) is not true. Then the set
\[ K := \{(Ga - Dc, Ha) \mid a \in \mathbb{R}^m, c \in C\} \]
is a proper subcone of \(\mathbb{R}^7 \times \mathbb{R}^6\). Thus, there exists \((\xi, \eta) \neq (0, 0)\) such that \((\xi, \eta) \in -K^o\), that is,
\[ \xi^T(Ga - Dc) + \eta^T Ha \geq 0 \]
for all \(a \in \mathbb{R}^m, c \in C\). This yields the fact that (3.2) is valid. Hence, by (ii), \(\xi = 0\) and \(\eta = 0\). The contradiction shows that (ii) implies (i).

(ii) \(\iff\) (iii). If (ii) holds, then
\[ \varphi(\xi, \eta) := |\xi^T G + \eta^T H|^2 + [\text{dist}(\xi^T D, C^o)]^2 > 0 \]
for all \((\xi, \eta) \neq (0, 0)\). Hence, the infimum of \(\varphi\) on the unit sphere of \(\mathbb{R}^7 \times \mathbb{R}^6\), which we denote by \(\tau\), is positive. Using quadratic homogeneity, the statement of (iii) follows. The reverse implication holds trivially.

Thus, we have obtained that conditions (i), (ii), and (iii) are equivalent.

(iii) \(\implies\) (iv). Putting \(\xi = 0\) into (3.3), we get
\[ |\eta^T H|^2 \geq \tau|\eta|^2, \quad \text{i.e.,} \quad \eta^T H\eta \geq \tau|\eta|^2 \quad (\eta \in \mathbb{R}^6). \]
Hence, \(H^T H\) is positive definite, invertible, and \(\|(H^T H)^{-1}\| \leq \rho\), where \(\rho := 1/\tau\).

Let \(v \in \mathbb{R}^7\) and \(w \in \mathbb{R}^6\) be fixed arbitrarily. Using the equivalence of (i) and (iii), we can see that there exist \(x \in \mathbb{R}^m\) and \(y \in C\) such that \(Gx - Dy = v\) and \(Hx = w\). Thus, the following optimization problem has a unique solution \((x, y)\):
\[
\frac{1}{2}(\|x\|^2 + \|y\|^2) \longrightarrow \min \quad \text{w.r.t.} \quad Gx - Dy = v, \quad Hx = w, \quad y \in C.
\]
(The uniqueness follows from the strict convexity of the objective function.) Hence, there are multipliers \(\lambda \geq 0, \xi \in \mathbb{R}^7, \eta \in \mathbb{R}^6,\) and \(\zeta \in C^o,\) not all zero, such that
\[
\lambda x^T + \xi^T G + \eta^T H = 0, \quad \lambda y^T - \xi^T D + \zeta^T = 0, \quad \zeta^T y = 0.
\]
If \(\lambda\) were zero, then \(\xi^T G + \eta^T H = 0\) and \(\xi^T D \in C^o\), which, due to (3.3), yields \(\xi = 0, \eta = 0\). Thus also \(\zeta = 0\), which is a contradiction. Thus, we may assume that \(\lambda = 1\). Then
\[
-(\xi, \eta)^T(v, w) = -\xi^T(Gx - Dy) - \eta^T Hx = -(\xi^T G + \eta^T H)x + (y^T + \zeta^T)y = |\xi^T G + \eta^T H|^2 + |y|^2 = |\xi^T G + \eta^T H|^2 + |D^T \xi - \zeta|^2 \geq |\xi^T G + \eta^T H|^2 + [\text{dist}(\xi^T D, C^o)]^2 \geq \tau|(\xi, \eta)|^2.
\]
Using the Cauchy–Schwarz inequality, this yields
\[ |(\xi, \eta)|(v, w) |(\xi, \eta)| \geq \tau|(\xi, \eta)|^2, \quad \text{i.e.,} \quad |(\xi, \eta)| \leq \rho|(v, w)|. \]
Hence
\[
|x| = |G^T \xi + H^T \eta| \leq \rho[\|G\| + \|H\|](v, w)
\]
and
\[
|y|^2 = y^T(D^T \xi - \zeta) = |y^T D^T \xi| \leq |y|\|D\|\|\xi| \quad \implies |y| \leq \|D\|\|\xi| \leq \rho\|D\|(v, w).
\]
Define \(a(v, w)\) and \(c(v, w)\) (for fixed \(v \in \mathbb{R}^γ\) and \(w \in \mathbb{R}^δ\)) to be, respectively, the solutions \(x\) and \(y\) of the optimization problem (3.6). Then the feasibility of \((x, y)\) yields (3.4); furthermore, the estimates (3.8) and (3.9) imply (3.5).

Finally, we note that the implication (iv) \(\implies\) (i) is obvious. Thus the proof of the theorem is complete.

Now we apply the implication (iii) \(\implies\) (iv) of the above result to essentially bounded matrix functions \(G, H, d\), where \(C\) is the nonnegative orthant in \(\mathbb{R}^γ\). Below, \(\mathcal{B}\) denotes the \(σ\)-algebra of Borel sets. The notation \(x^+\) stands for the nonnegative part of a real number \(x\), that is, \(x^+ := \max(0, x)\).

**Theorem 3.2.** Let \((Ω, A, ν)\) be a finite measure space, \(G : Ω → \mathbb{R}^{γ×m}\), \(H : Ω → \mathbb{R}^{δ×m}\), and let \(d_1, \ldots, d_q : Ω → \mathbb{R}^{γ}\) be bounded measurable functions. Assume that there exists a constant \(τ > 0\) such that, for a.e. \(t \in Ω\),

\[
(3.10) \quad |ξ^T G(t) + η^T H(t)|^2 + \sum_{i=1}^q |(ξ^T d_i(t))|^2 \geq τ|ξ, η|^2 \quad ((ξ, η) ∈ \mathbb{R}^γ × \mathbb{R}^δ).
\]

Then \(HH^T : Ω → \mathbb{R}^{δ×δ}\) has a bounded measurable inverse, and there exist \(A × \mathcal{B} × \mathcal{B}\)-measurable maps \(a : Ω × \mathbb{R}^γ × \mathbb{R}^δ → \mathbb{R}^m\) and \(c_1, \ldots, c_q : Ω × \mathbb{R}^γ × \mathbb{R}^δ → [0, ∞)\) and a constant \(R > 0\) such that, for a.e. \(t \in Ω\),

\[
(3.11) \quad G(t)a(t, v, w) = v + \sum_{i=1}^q c_i(t, v, w)d_i(t), \quad H(t)a(t, v, w) = w \quad ((v, w) ∈ \mathbb{R}^γ × \mathbb{R}^δ),
\]

and

\[
(3.12) \quad |a(t, v, w)| ≤ R|v, w|, \quad c_i(t, v, w) ≤ R|v, w| \quad ((v, w) ∈ \mathbb{R}^γ × \mathbb{R}^δ, i = 1, \ldots, q).
\]

**Proof.** Set \(ρ := 1/τ\),

\[
C := \mathbb{R}_+^q = \{c = (c_1, \ldots, c_q) | c_1, \ldots, c_q ≥ 0\},
\]

and

\[
D(t) := (d_1(t), \ldots, d_q(t)) \quad (t ∈ Ω).
\]

Define the set-valued map \(Φ\) on \(Ω × \mathbb{R}^γ × \mathbb{R}^δ\) by

\[
Φ(t, v, w) := \{(a, c) ∈ \mathbb{R}^m × C : H(t)a = w, G(t)a - D(t)c = v, \quad |a| ≤ ρ[\|G\|_∞ + \|H\|_∞]|v, w|, |c| ≤ ρ\|D\|_∞|v, w|\}.
\]

We show that, for a.e. \(t ∈ Ω\), for all \(v ∈ R^γ\), and for all \(w ∈ \mathbb{R}^δ\), the set \(Φ(t, v, w)\) is nonempty.

Without loss of generality, we may assume that

\[
\|G(t)\| ≤ \|G\|_∞, \quad \|H(t)\| ≤ \|H\|_∞, \quad \|D(t)\| ≤ \|D\|_∞,
\]

and (3.10) is valid for all \(t ∈ Ω\). (In fact, (3.10) is valid on a subset of \(Ω\), which is of full measure and which we do not relabel.)

Since \(C^o = \{(c_1, \ldots, c_q) | c_1, \ldots, c_q ≤ 0\}\), then

\[
\text{dist}(x, C^o) = \sum_{i=1}^q (x_i^+)^2.
\]
Thus (3.10) yields, for all \( t \in \Omega \),
\[
|\xi^T G(t) + \eta^T H(t)|^2 + [\text{dist}(\xi^T D(t), C^o)]^2 \geq \tau|\xi, \eta|^2 \quad ((\xi, \eta) \in \mathbb{R}^\gamma \times \mathbb{R}^\delta).
\]
Whence, by Theorem 3.1 and Remark 3.1, for each \( t \in \Omega \), \( H(t) \) is of full rank, and there exist two mappings \( a_t : \mathbb{R}^\gamma \times \mathbb{R}^\delta \to \mathbb{R}^m \) and \( c_t : \mathbb{R}^\gamma \times \mathbb{R}^\delta \to \mathbb{R}^q \) such that
\[
G(t)a_t(v, w) - D(t)c_t(v, w) = v, \quad H(t)a_t(v, w) = 0, \quad c_t(v, w) \in C \quad ((v, w) \in \mathbb{R}^\gamma \times \mathbb{R}^\delta),
\]
(3.13) \( \|\{(H(t)H(t)^T)^{-1}\| \leq \rho \),
and
(3.14) \( |a_t(v, w)| \leq \rho [\|G\|_\infty + \|H\|_\infty](v, w) \),
\( |c_t(v, w)| \leq \rho \|D\|_\infty(v, w) \quad ((v, w) \in \mathbb{R}^\gamma \times \mathbb{R}^\delta) \).

Thus, with \( a := a_t(v, w) \) and \( c := c_t(v, w) \), we have that \( (a, c) \in \Phi(t, v, w) \), whence the nonemptiness of \( \Phi(t, v, w) \) follows.

Furthermore, \( \Phi \) is \( \mathcal{A} \times \mathcal{B} \times \mathcal{B} \)-measurable with closed images. Hence, by the measurable selection theorem, there exists an \( \mathcal{A} \times \mathcal{B} \times \mathcal{B} \)-measurable function \( (a, c) : \Omega \times \mathbb{R}^\gamma \times \mathbb{R}^\delta \to \mathbb{R}^m \times \mathbb{R}^q \) such that
\[
(a(t, v, w), c(t, v, w)) \in \Phi(t, v, w) \quad ((t, v, w) \in \Omega \times \mathbb{R}^\gamma \times \mathbb{R}^\delta).
\]

Therefore, \( c \) has nonnegative components and together with \( a \) satisfies the relations (3.11) and (3.12), where \( R := \rho \max(\|G\|_\infty + \|H\|_\infty, \|D\|_\infty) \).

Using (3.13), it follows that the function matrix–valued \( B \) defined by \( B(t) = H^T(t)(H(t)H^T(t))^{-1} \) is an essentially bounded right inverse of \( H \).

4. Main results. We consider the optimal control problem

\[
\begin{align*}
\text{(CP)} \\
\text{Minimize} & \quad \ell(x(0), x(1)) \\
\text{subject to} & \quad \begin{cases}
(\text{i}) & a(x(0), x(1)) \in R, \\
(\text{ii}) & b(x(0), x(1)) = 0, \\
(\text{iii}) & \dot{x}(t) = f(t, x(t), u(t)) \text{ for a.e. } t \in [0, 1], \\
(\text{iv}) & g(t, x(t), u(t)) \in Q(t) \text{ for a.e. } t \in [0, 1], \\
(\text{v}) & h(t, x(t), u(t)) = 0 \text{ for a.e. } t \in [0, 1], \\
(\text{vi}) & k(t, x(t)) \in S(t) \text{ for } t \in [0, 1],
\end{cases}
\end{align*}
\]

where \( x : [0, 1] \to \mathbb{R}^n \) is absolutely continuous, \( u : [0, 1] \to \mathbb{R}^m \) is essentially bounded measurable, and the ranges of the functions \( \ell, a, b, f, g, h, \) and \( k \) are, respectively, in \( \mathbb{R}, \mathbb{R}^r, \mathbb{R}^s, \mathbb{R}^r, \mathbb{R}^\gamma, \mathbb{R}^\delta, \) and \( \mathbb{R}^c \). Furthermore, \( R \) is a subset of \( \mathbb{R}^r \), and \( Q \) and \( S \) are set-valued maps with images in \( \mathbb{R}^\gamma \) and \( \mathbb{R}^\delta \).

The set-valued maps \( Q \) and \( S \) will be assumed in \((R_5)\) to take convex values, while no convexity is imposed on the functions \( g \) and \( k \). Hence, the forms of the constraints (iv) and (vi) considered here are more general than the traditional forms: \( u(t) \in Q(t) \) and \( x(t) \in S(t) \). Indeed, the present constraints permit us to consider, for instance, inequality constraints \( g(t, x(t), u(t)) \leq 0 \) and \( k(t, x(t)) \leq 0 \) without any convexity assumptions on the functions \( g \) and \( k \).

The Hamiltonian function associated to \((CP)\) is
\[
\mathcal{H}(t, x, u, p, \varphi, \psi) := p^T f(t, x, u) + \varphi^T g(t, x, u) + \psi^T h(t, x, u).
\]
If \((x, u)\) satisfy (i)–(vi), then it is said to be admissible for \((\mathcal{CP})\). Given an admissible arc \((\hat{x}, \hat{u})\), we denote by \(\hat{F}\) the evaluation of a given function \(F\) along \((\hat{x}, \hat{u})\). For instance, \(\hat{a} := a(\hat{x}(0), \hat{x}(1))\) and \(\hat{g}\) is defined by \(\hat{g}(t) := g(t, \hat{x}(t), \hat{u}(t))\).

To formulate the optimality concept and the regularity assumptions for problem \((\mathcal{CP})\), introduce the following notion: If \(T\) is a subset of \([0, 1]\) and \(\hat{w} : [0, 1] \to \mathbb{R}^\omega\) is an arbitrary function, then the \(\varepsilon\)-tube on \(T\) around \(\hat{w}\) is the set
\[
\mathcal{T}_\varepsilon(\hat{w}; T) := \{(t, w) \in T \times \mathbb{R}^\omega \mid |w - \hat{w}(t)| < \varepsilon \text{ for } t \in T\}.
\]
When \(T = \{t\}\) is a singleton, then \(\{w \mid (t, w) \in \mathcal{T}_\varepsilon(\hat{w}; \{t\})\}\) will be denoted by \(\mathcal{T}_\varepsilon(\hat{w}(t))\).

A pair \((\hat{x}, \hat{u})\) provides a weak-local minimum for \((\mathcal{CP})\) if there exists an \(\varepsilon > 0\) such that for all admissible pairs \((x, u) \in \mathcal{T}_\varepsilon(\hat{x}, \hat{u}; [0, 1])\), we have \(\ell(x(0), x(1)) \geq \ell(\hat{x}(0), \hat{x}(1))\).

In [OS95] and [MOS98] optimality conditions for the Pontryagin minimum were obtained in the absence of pure-state constraints and when the mixed state-control constraints take the form of equality and inequality.

Denote by \(\mathcal{L}\) the class of Lebesgue-measurable subsets in \([0, 1]\), and by \(\mathcal{B}\) the class of Borel-measurable subsets in a metric space.

A pair \((\hat{x}, \hat{u})\) is called regular for \((\mathcal{CP})\) if there exists an \(\varepsilon > 0\) such that the following conditions are satisfied:

\((R_1)\) The functions \(t, a, b\) are defined on \(\mathcal{T}_\varepsilon(\hat{x}; [0, 1])\) and are strictly Fréchet differentiable at the point \((\hat{x}(0), \hat{x}(1))\).

\((R_2)\) The functions \(f, g, h\) are defined on \(\mathcal{T}_\varepsilon(\hat{x}, \hat{u}; [0, 1])\), are \(\mathcal{L} \times \mathcal{B} \times \mathcal{B}\)-measurable, and the maps
\[
(x, u) \mapsto f(t, x, u)
\]
and
\[
(x, u) \mapsto (g(t, x, u), h(t, x, u)) \quad ((x, u) \in \mathcal{T}_\varepsilon(\hat{x}(t), \hat{u}(t)))
\]
are strictly Fréchet differentiable at the point \((\hat{x}(t), \hat{u}(t))\), \(\mathcal{L}^1\)-uniformly and \(\mathcal{L}^\infty\)-uniformly, respectively, for a.e. \(t \in [0, 1]\). Furthermore, it is also assumed that \(\hat{f}, \hat{f}_x, \hat{f}_u\), and \(\hat{g}, \hat{h}, \hat{g}_x, \hat{g}_u, \hat{h}_x, \hat{h}_u\) are essentially bounded measurable functions.

\((R_3)\) The functions \(g\) and \(h\) satisfy the following strong normality condition: There exist a constant \(\tau > 0\) and bounded measurable functions \(d_1, \ldots, d_q \in T(\hat{g} \, \text{sel}_\infty(Q))\) such that, for a.e. \(t \in [0, 1]\),
\[
|\xi^T \hat{g}_u(t) + \eta^T \hat{h}_u(t)|^2 + \sum_{i=1}^q \left[\left(\xi^T d_i(t)\right)^+\right]^2 \geq \tau |(\xi, \eta)|^2 \quad ((\xi, \eta) \in \mathbb{R}^7 \times \mathbb{R}^8).
\]

\((R_4)\) The function \(k\) defined on \(\mathcal{T}_\varepsilon(\hat{x}; [0, 1])\) is Borel-measurable, and the map
\[
x \mapsto k(t, x) \quad (x \in \mathcal{T}_\varepsilon(\hat{x}(t)))
\]
is strictly Fréchet differentiable at the point \(\hat{x}(t)\) uniformly in \(t \in [0, 1]\). Furthermore, it is also assumed that \(\hat{k}\) and \(\hat{k}_x\) are continuous functions.

\((R_5)\) The set \(R \subset \mathbb{R}^r\) is closed convex and has nonempty interior; the set-valued maps \(Q : [0, 1] \to 2^{\mathbb{R}^7}\) and \(S : [0, 1] \to 2^{\mathbb{R}^8}\) take closed convex values with nonempty interior and are measurable and lower semicontinuous, respectively. Moreover, \(Q\) also satisfies condition (2.6).
We note that in (\(R_1\)), a sufficient condition in order that \(d_1, \ldots, d_q \in T(\hat{g}|sel_\infty(Q))\) be valid is that \(d_1, \ldots, d_q \in C(\hat{g}|sel_\infty(Q))\) be satisfied. This latter condition holds if and only if \(d_1(t), \ldots, d_q(t) \in C(\hat{g}(t)|Q(t))\) almost uniformly in \(t\), that is, if there exists a constant \(M > 0\) such that, for all \(i = 1, \ldots, q\) and for a.e. \(t\),

\[
[\xi^T d_i(t)]^2 \leq M|\xi|((\delta^*|Q(t)) - \xi^T \hat{g}(t))
\]

whenever \(\xi \in \mathbb{R}^n\) satisfies \(\xi^T d_i(t) > 0\).

A pair \((\delta x, \delta u)\) is said to be critical for \((\mathcal{CP})\) at \((\hat{x}, \hat{u})\) if \(\delta x : [0, 1] \to \mathbb{R}^n\) is absolutely continuous, \(\delta u : [0, 1] \to \mathbb{R}^m\) is essentially bounded measurable, and

\[
\begin{align*}
(C_1) & \quad \hat{t}_{x_0} \delta x(0) + \hat{t}_{x_1} \delta x(1) \leq 0; \\
(C_2) & \quad \hat{a}_{x_0} \delta x(0) + \hat{a}_{x_1} \delta x(1) \in C(\hat{g}|R); \\
(C_3) & \quad \hat{b}_{x_0} \delta x(0) + \hat{b}_{x_1} \delta x(1) = 0; \\
(C_4) & \quad \hat{g}_x(t) \delta x(t) + \hat{g}_u(t) \delta u(t) \in C(\hat{g}(t)|Q(t))\ 	ext{almost uniformly in } t \in [0, 1];
\end{align*}
\]

that is, there exists a constant \(M > 0\) such that, for a.e. \(t \in [0, 1]\),

\[
[\xi^T \hat{g}_x(t) \delta x(t) + \xi^T \hat{g}_u(t) \delta u(t)]^2 \leq M|\xi|((\delta^*|Q(t)) - \xi^T \hat{g}(t))
\]

whenever \(\xi \in \mathbb{R}^n\) satisfies \(\xi^T \hat{g}_x(t) \delta x(t) + \xi^T \hat{g}_u(t) \delta u(t) > 0\);

\[
(C_6) \quad \hat{h}_x(t) \delta x(t) + \hat{h}_u(t) \delta u(t) = 0 \text{ holds for a.e. } t \in [0, 1];
\]

that is, there exists a constant \(M > 0\) such that, for all \(t \in [0, 1]\),

\[
[\xi^T \hat{k}_x(t) \delta x(t)]^2 \leq M|\xi|((\delta^*|S(t)) - \xi^T \hat{k}(t))
\]

whenever \(\xi \in \mathbb{R}^n\) satisfies \(\xi^T \hat{k}_x(t) \delta x(t) > 0\).

A critical arc \((\delta x, \delta u)\) is called regular for \((\mathcal{CP})\) at \((\hat{x}, \hat{u})\) if

\[
(R_0) \quad \hat{t}, \hat{a}, \text{ and } \hat{b} \text{ are twice directionally differentiable at } (\hat{x}(0), \hat{x}(1)) \text{ in direction } \delta x(0), \delta x(1); \\
(R_7) \text{ for a.e. } t \in [0, 1], \text{ the maps in (4.1) are twice directionally differentiable at } (\hat{x}(t), \hat{u}(t)) \text{ in direction } (\delta x(t), \delta u(t)) \mathcal{L}^1- \text{ and } \mathcal{L}^\infty-\text{uniformly in } t, \text{ respectively}; \\
(R_8) \text{ for all } t \in [0, 1], \text{ the map (4.3) is twice directionally differentiable at } \hat{x}(t) \text{ in direction } \delta x(t) \text{ uniformly in } t.
\]

The following result consists of necessary conditions for optimality in \((\mathcal{CP})\). Its proof makes use of all the results of sections 2 and 3 and applies the argument followed in [PZ94b].

**Theorem 4.1.** Let \((\hat{x}, \hat{u})\) be a regular weak local minimum for the problem \((\mathcal{CP})\). Then, for every regular critical arc \((\delta x, \delta u)\), there exist constants \(\lambda \in \mathbb{R}, \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{R}^n, \beta = (\beta_1, \ldots, \beta_n) \in \mathbb{R}^n, \) an absolutely continuous function \(p : [0, 1] \to \mathbb{R}^n, \) two integrable functions \(\varphi : [0, 1] \to \mathbb{R}^n \) and \(\psi : [0, 1] \to \mathbb{R}^\delta, \) and a Borel regular vector-valued measure \(\mu = (\mu_1, \ldots, \mu_n), \) not all zero, such that \(\lambda \geq 0,\)

\[
\begin{align*}
\alpha & \in N(\hat{g}|R), \quad \alpha^T (\hat{a}_{x_0} \delta x(0) + \hat{a}_{x_1} \delta x(1)) = 0, \\
\varphi(t) & \in N(\hat{g}(t)|Q(t)), \quad \varphi^T(t)(\hat{g}_x(t) \delta x(t) + \hat{g}_u(t) \delta u(t)) = 0 \text{ for a.e. } t \in [0, 1], \\
\frac{d\mu}{d|\mu|}(t) & \in N(\hat{k}(t)|S(t)), \quad \left(\frac{d\mu}{d|\mu|}\right)^T(t) \hat{k}_x(t) \delta x(t) = 0 \text{ for } \mu-\text{a.e. } t \in [0, 1],
\end{align*}
\]
\( \hat{p}^T(t) = -\hat{\mathcal{H}}_x \left( t, p(t) + \int_{[t,1]} \hat{k}_x^T(s) d\mu(s), \varphi(t), \psi(t) \right) \) for a.e. \( t \in [0,1] \),

\( -p^T(0) = \lambda \hat{\ell}_x + \alpha^T \hat{a}_x + \beta^T \hat{b}_x, \)

\( p^T(1) = \lambda \hat{\ell}_x + \alpha^T \hat{a}_x + \beta^T \hat{b}_x, \)

\( \hat{\mathcal{H}}_u \left( t, p(t) + \int_{[t,1]} \hat{k}_x^T(s) d\mu(s), \varphi(t), \psi(t) \right) = 0 \) for a.e. \( t \in [0,1] \),

and

\( (\lambda \hat{\ell}'' + \alpha^T \hat{a}'' + \beta^T \hat{b}')(\delta x(0), \delta x(1)) + \int_0^1 \hat{k}''(t; \delta x(t)) d\mu(t) \)

\( + \int_0^1 \hat{\mathcal{H}}''(t, p(t) + \int_{[t,1]} \hat{k}_x^T(s) d\mu(s), \varphi(t), \psi(t); \delta x(t), \delta u(t)) dt \)

\( \geq 2 \mathcal{C} \mathcal{E}(\hat{a}, \hat{a}''(\delta x(0), \delta x(1))|R)(\alpha) + 2 \int_0^1 \mathcal{C} \mathcal{E}(\hat{k}, \hat{k}_x, \delta x|S)(t, \frac{d\mu}{d\mu}(t)) d|\mu|(t) \)

\( + 2 \int_0^1 \mathcal{C} \mathcal{E}(\hat{\ell}, \hat{a}, \delta x(t) + \hat{a}_u(t) \delta u(t)|Q(t))(\varphi(t)) dt, \)

where \( \mathcal{H}'' \) denotes the second-order strong directional derivative of \( \mathcal{H} \) with respect to the variable \((x,u)\).

**Proof.** First we are going to apply the result of Theorem 2.5, which is a special case of [PZ94b, Theorem 3]. Introduce the following spaces

\[ X := \mathcal{C}(\mathbb{R}^n), \quad U := \mathcal{L}_m^\infty := \mathcal{L}^\infty(\mathbb{R}^m), \quad Y := \mathbb{R}^n \times \{ y \in \mathcal{C}(\mathbb{R}^n) \mid y(0) = 0 \}, \]

\[ V := \mathbb{R}^r \times \mathcal{C}(\mathbb{R}^n) \times \mathcal{L}_m^\infty, \quad W := \mathcal{L}_m^\infty \]

(where we suppress \([0,1]\) in this notation) and denote, for \((x,u) \in X \times U\),

\[ F(x,u) := \ell(x(0),x(1)), \]

\[ G(x,u)(t) := \begin{pmatrix} a(x(0),x(1)) \\ k(t,x(t)) \\ g(t,x(t),u(t)) \end{pmatrix}, \]

\[ H(x,u)(t) := h(t,x(t),u(t)), \]

\[ K(x,u)(t) := \begin{pmatrix} b(x(0),x(1)) \\ \int_0^t (f(\tau,x(\tau),u(\tau))d\tau - x(t) + x(0)) \end{pmatrix}, \]

\[ Q := R \times \text{sel}_C(S) \times \text{sel}_\infty(Q). \]
Then, with this notation, our control problem (CP) is equivalent to the abstract control problem (P) in section 2.

The regularity condition (R3) yields that the set Q defined above is closed, convex, with nonempty interior.

Let $\varepsilon > 0$ be the constant for which the regularity assumptions of the arc $(\tilde{x}, \tilde{u})$ are satisfied and define

$$D := \{(x, u) \in X \times U \mid \|x - \tilde{x}\| < \varepsilon, \|u - \tilde{u}\|_\infty < \varepsilon\}.$$ 

Then $D$ is an open subset of $X \times U$, and the functions $F, G, H, K$ are defined on $D$. Since the arc $(\tilde{x}, \tilde{u})$ satisfies the regularity conditions (R1), (R2), and (R4) for (CP), the functions $F, G, H, K$ are strictly Fréchet differentiable at $(\tilde{x}, \tilde{u})$, whence we have the following relations:

$$\hat{H}'(x, u)(t) = \hat{H}_x(t)x(t) + \hat{H}_u(t)u(t)$$

and

$$\hat{K}_u(x, u)(t) := \begin{pmatrix} 0 \\ \int_0^t (\hat{f}_u(\tau) u(\tau)) d\tau \end{pmatrix},$$

$$\hat{K}_x(x, u)(t) := \begin{pmatrix} \tilde{b}(x(0), x(1)) \\ \int_0^t (\hat{f}_x(\tau) x(\tau) d\tau - x(t) + x(0)) \end{pmatrix}.$$ 

We need to show that the partial Fréchet derivatives $\hat{K}_x$ and $\hat{K}_u$ of the mapping $K$ are Fredholm and compact operators, respectively. Since $K_u$ is a Volterra integral operator, it is compact. On the other hand, the operator $K_x$ is the sum of a compact (Volterra integral) operator and the operator $F : X \to Y$ defined by $F x(t) := -x(t) + x(u)$, which is clearly a Fredholm operator. Therefore, by [PZ94b, Lemmas 3 and 5], $K_x$ is also Fredholm. Thus, for (R1)–(R3) to hold, it remains to show that $\hat{H}_u$ has a bounded right inverse. The strong normality condition, i.e., (R3), and Theorem 3.2 yield that the function $\tilde{h}_u \tilde{h}_u^T : [0, 1] \to \mathbb{R}^k$ has a bounded measurable inverse, and hence the linear operator $B : W \to U$ defined by

$$(Bw)(t) := \tilde{h}_u^T(t) (\tilde{h}_u(t) \tilde{h}_u^T(t))^{-1}w(t) \quad (t \in [0, 1])$$

is a bounded linear right inverse for $H_u(\tilde{x}, \tilde{u})$.

Hence, the arc $(\tilde{x}, \tilde{u})$ is a regular arc with respect to the problem (P).

Now we prove that the pair $(\delta x, \delta u)$ is a regular and critical arc for (P) at the point $(\tilde{x}, \tilde{u})$ where $F, G, H,$ and $K$ are defined above. The regularity assumptions (R6)–(R8) yield that the functions $F, G, H,$ and $K$ are twice directionally differentiable at $(\tilde{x}, \tilde{u})$ in the direction $(\delta x, \delta u)$; that is, (R4) holds. Note that (C1) implies (C1). Using (C7) together with Theorem 2.1, (C5) together with Theorem 2.2, and (C2), then applying the product rule, we can see that

$$\tilde{G}_x \delta x + \tilde{G}_u \delta u \in C(\tilde{G}; Q);$$

that is, the second-order variation set $V(\tilde{G}, \tilde{G}_x \delta x + \tilde{G}_u \delta u|Q)$ is nonempty. Furthermore, (C3), (C4), and (C6) yield that

$$\tilde{H}_x \delta x + \tilde{H}_u \delta u = 0, \quad \tilde{K}_x \delta x + \tilde{K}_u \delta u = 0.$$
Then \((C_2)\) is satisfied, and hence \((\delta x, \delta u)\) is a regular and critical arc for \((P)\) at the point \((\hat{x}, \hat{u})\).

Therefore, the statement of Theorem 2.5 can also be applied to produce multipliers \(\lambda \geq 0, v^* = (v^*_1, v^*_2, v^*_3) \in V^*, w^* \in W^*,\) and \(y^* = (y^*_1, y^*_2) \in Y^*,\) not all zero, satisfying (2.16)–(2.19). The first and second components \(v^*_1\) and \(v^*_2\) of \(v^*\) can be identified, respectively, by a vector \(\alpha \in \mathbb{R}^r\) and (due to the Riesz representation theorem) by a bounded signed \(\mathbb{R}^\alpha\)-valued Borel measure \(\mu\). For the third component, we have \(v^*_3 \in (L^\infty_\gamma)^*\). Then (2.16) yields that

\[
(\alpha, \mu, v^*_3) \in N(\tilde{G}|Q) = N(\tilde{a}|R) \times N(\tilde{k}|sel_C(S)) \times N(\tilde{g}|sel_\infty(Q))
\]

and

\[
(4.15) \quad \alpha^T(\tilde{a}_x_0 \delta x(0) + \tilde{a}_x \delta x(1)) + \int_{[0,1]} (\tilde{k}_x(t) \delta x(t))\mu(t) + \langle v^*_3, \tilde{g}_x \delta x + \tilde{g}_u \delta u \rangle = 0.
\]

Therefore, we get that the first equation of (4.7) is valid and that \(\mu \in N(\tilde{k} \mid sel_C(S))\), which, via (2.2), yields the first equation of (4.9); furthermore,

\[
(4.16) \quad v^*_3 \in N(\tilde{g}|sel_\infty(Q)).
\]

The first component \(y^*_1\) of \(y^*\) can be identified by an element \(\beta \in \mathbb{R}^s\) and, by the Riesz representation theorem, there exists a bounded signed \(\mathbb{R}^n\)-valued measure \(\nu\) with \(\nu(\{0\}) = 0\) such that \(y^*_2\) is represented via \(\nu\); that is, for \(y \in \mathfrak{C}(\mathbb{R}^n)\) with \(y(0) = 0\), we have

\[
\langle y^*_2, y \rangle = \int_{[0,1]} y^T(t)\nu(t).
\]

Define \(\tilde{p} : [0,1] \rightarrow \mathbb{R}^n\) by

\[
\tilde{p}(t) = \nu([t,1]).
\]

Clearly, \(\tilde{p}(1) = 0\), and \(\tilde{p}\) is of bounded variation (and hence it is also bounded). Then, by standard argument (see, e.g., [PZ94b, p. 441]), we get that, for \(x \in \mathfrak{C}(\mathbb{R}^n)\) and \(u \in L^\infty_m\),

\[
(4.17) \quad \langle y^*, \tilde{K}_x x \rangle = \beta^T(\tilde{b}_x, x(0) + \tilde{b}_x, x(1)) + \int_0^1 \tilde{p}^T(t)\tilde{f}_x(t)x(t)dt - \int_0^1 x^T(t)\nu(t) + \tilde{p}^T(0)x(0),
\]

\[
(4.18) \quad \langle y^*, \tilde{K}_u u \rangle = \int_0^1 \tilde{p}^T(t)\tilde{f}_u(t)u(t)dt,
\]

and

\[
(4.19) \quad \langle y^*, \tilde{K}''(\delta x, \delta u) \rangle = \beta^T\tilde{b}''(\delta x(0) + \delta x(1)) + \int_0^1 \tilde{p}^T(t)\tilde{f}''(t; \delta x(t), \delta u(t))dt.
\]

Using (4.18), equation (2.18) reduces to

\[
(4.20) \quad \langle v^*_3, \tilde{g}_a u \rangle + \langle w^*, \tilde{h}_a u \rangle + \int_0^1 \tilde{p}^T(t)\tilde{f}_a(t)u(t)dt = 0 \quad (u \in L^\infty_m).
\]
We are going to show that \( v^*_3 \) and \( w \) are represented via integrable functions. To achieve this goal, we shall apply Theorem 3.2. Observe that condition (4.2) is equivalent to (3.10), where \( G \) and \( H \) are replaced by \( \hat{g}_u \) and \( \hat{h}_v \), respectively, and \( d_1, \ldots, d_q \) are the functions of hypothesis \((R_3)\) of the theorem. Thus, by Theorem 3.2, \( \hat{h}_v \hat{g}_u \) has a bounded measurable inverse and there exist \( L \times B \times B \)-measurable functions \( a : [0, 1] \times \mathbb{R}^\gamma \times \mathbb{R}^\delta \to \mathbb{R}^m \), \( c_1, \ldots, c_q : [0, 1] \times \mathbb{R}^\gamma \times \mathbb{R}^\delta \to [0, \infty] \) and a constant \( R > 0 \) such that, for a.e. \( t \in [0, 1] \),

\[
\hat{g}_u(t) a(t, v, w) = v + \sum_{i=1}^q c_i(t, v, w) d_i(t), \quad \hat{h}_v(t) a(t, v, w) = w \quad ((v, w) \in \mathbb{R}^\gamma \times \mathbb{R}^\delta),
\]

and

\[
|a(t, v, w)| \leq R|v(w)|, \quad c_i(t, v, w) \leq R|v(w)| \quad ((v, w) \in \mathbb{R}^\gamma \times \mathbb{R}^\delta, i = 1, \ldots, q).
\]

Let \((v, w) \in L^\infty_\gamma \times L^\infty_\delta \) be fixed. Set

\[
\hat{a}(v, w)(t) := a(t, v(t), w(t)),
\]

\[
\hat{c}_i(t) := c_i(t, v(t), w(t)) \quad (t \in [0, 1], i = 1, \ldots, q).
\]

Then, due to the second inequality in (4.22), \( a \) and \( c_i \) are bounded measurable functions. Thus \( \hat{a} \) is defined on \( L^\infty_\gamma \times L^\infty_\delta \) with a range in \( L^\infty_\gamma \). Since \( \text{sel}_\infty(Q) \) is decomposable, \( T(\hat{a} \text{ sel}_\infty(Q)) \) is an \( L \)-cone, and we have that

\[
\sum_{i=1}^q \hat{c}_i d_i \in T(\hat{a} \text{ sel}_\infty(Q)).
\]

Hence, by (4.21),

\[
\hat{g}_u \hat{a}(v, w) - v \in T(\hat{a} \text{ sel}_\infty(Q)), \quad \hat{h}_v \hat{a}(v, w) = w \quad ((v, w) \in L^\infty_\gamma \times L^\infty_\delta).
\]

Using (4.16), the first inclusion in (4.23) yields that

\[
\langle v^*_3, \hat{g}_u \hat{a}(v, w) \rangle \leq \langle v^*_3, v \rangle \quad ((v, w) \in L^\infty_\gamma \times L^\infty_\delta).
\]

Now, substituting \( u = \hat{a}(v, w) \) into (4.20) and using also the second relation in (4.23), we get that

\[
\langle v^*_3, v \rangle + \langle w^*, w \rangle + \int_0^1 \hat{p}(t) \hat{f}_u(t) a(t, v(t), w(t)) \, dt \geq 0 \quad ((v, w) \in L^\infty_\gamma \times L^\infty_\delta).
\]

Putting \( w = 0 \), we deduce that

\[
|\langle v^*_3, v \rangle| \leq \left| \int_0^1 \hat{p}(t) \hat{f}_u(t) a(t, v(t), 0) \, dt \right| \leq \int_0^1 |\hat{p}(t)||\hat{f}_u(t)||v(t)||R|v(t)| \, dt \quad (v \in L^\infty_\gamma).
\]

Hence, \( v^*_3 \) is \( L^1 \)-continuous; i.e., for any bounded \((\text{in } L^\infty_\gamma)\) sequence \((v_i)\) that converges almost everywhere to zero, we have that \( \langle v^*_3, v_i \rangle \) tends to zero. Therefore, by the
Yosida–Hewitt representation theorem, there exists an integrable function \( \varphi : [0, 1] \to \mathbb{R}^\gamma \) such that

\[
(4.25) \quad \langle v_3^*, v \rangle = \int_0^1 \varphi^T(t)v(t)dt \quad (v \in L_\infty^\infty).
\]

Arguing analogously for \( w^* \), (4.24) also yields the existence of an integrable function \( \psi : [0, 1] \to \mathbb{R}^n \) such that

\[
(4.26) \quad \langle w^*, w \rangle = \int_0^1 \psi^T(t)w(t)dt \quad (w \in L_\infty^\infty).
\]

By (2.5), we have that (4.16) is equivalent to the first equation of (4.8). Furthermore, (4.26) yield the second equations of (4.7)–(4.9).

Using the representations of \( v_3^* \) and \( w^* \) and (4.17), equation (2.17) can be rewritten in the following way:

For all \( x \in C(\mathbb{R}^n) \),

\[
(4.27) \quad \left( \lambda \ddot{x}_0 + \alpha^T \dddot{a}_x + \beta^T \ddot{b}_x + \tilde{p}^T(0) \right)x(0) + \left( \lambda \ddot{x}_1 + \alpha^T \dddot{a}_x + \beta^T \ddot{b}_x \right)x(1) - \int_0^1 x^T(t)dv(t) \\
+ \int_0^1 x^T(t)\dddot{a}_x(t)dt + \int_0^1 \left[ \varphi^T(t)\dddot{a}_x(t) + \psi^T(t)\dddot{b}_x(t) + \tilde{p}^T(t)\dddot{f}_x(t) \right] x(t)dt = 0.
\]

Set

\[
p(t) := \begin{cases} 
\tilde{p}(t) - \int_{[t,1]} \dddot{a}_x(t)dt Pr(t) & \text{for } t \in [0,1], \\\n\lim_{t \to 1} p(t) = \nu(\{1\}) - \dddot{a}_x(1) & \text{for } t = 1.
\end{cases}
\]

Observe that (4.27) is also true for all functions \( x \) of the form \( x(t) = \tilde{x}\chi_\Omega(t) \), where \( \Omega \) is a subinterval of \([0, 1]\) and \( \tilde{x} \in \mathbb{R}^n \) is arbitrary.

First taking \( \Omega := \{1\} \), it follows from (4.27) that

\[
\left( \lambda \ddot{a}_x + \alpha^T \dddot{a}_x + \beta^T \ddot{b}_x \right)^T - \nu(\{1\}) + \dddot{a}_x(1) = 0;
\]

hence

\[
p(1) = \nu(\{1\}) - \dddot{a}_x(1) = \lambda \ddot{a}_x + \alpha^T \dddot{a}_x + \beta^T \ddot{b}_x,
\]

which is exactly (4.12).

With the substitution \( x(t) = \tilde{x}\chi_{\{0\}}(t) \) \( (\tilde{x} \in \mathbb{R}^n) \), we deduce from (4.27) that

\[
\lambda \ddot{x}_0 + \alpha^T \dddot{a}_x + \beta^T \ddot{b}_x + \tilde{p}^T(0) + \left( \int_{[0,1]} \dddot{a}_x(t)dt Pr(t) + \dddot{a}_x(0) \right)^T = 0
\]

since \( \nu(\{0\}) = 0 \). This yields (4.11).

Finally, we put \( x(t) = \tilde{x}\chi_{\{\tau,1\}}(t) \) into (4.27), where \( \tilde{x} \in \mathbb{R}^n \) and \( \tau \in [0,1] \) are fixed arbitrarily. Then we obtain, for all \( \tau \in [0,1] \), that

\[
\lambda \ddot{x}_0 + \alpha^T \dddot{a}_x + \beta^T \ddot{b}_x + \left( \int_{[\tau,1]} \dddot{a}_x(t)dt Pr(t) - \nu(\{\tau,1\}) \right)^T \\
+ \int_{\tau}^1 \left[ \varphi^T(t)\dddot{a}_x(t) + \psi^T(t)\dddot{b}_x(t) + \tilde{p}^T(t)\dddot{f}_x(t) \right] dt = 0.
\]
Using (4.12) and the definitions of \( p, \tilde{p} \), and the Hamiltonian \( \mathcal{H} \), the above equation can be rewritten as

\[
p^T(\tau) = p^T(1) + \int_0^1 \mathcal{H}_x(t, p(t) + \int_{[t,1]} \tilde{k}_x^T(s) d\mu(s), \varphi(t), \psi(t)) dt \quad (\tau \in [0,1]).
\]

It follows from the above equation that \( p \) is absolutely continuous, and after differentiation, we obtain (4.10).

Now we consider (2.18). Using (4.18), (4.25), and (4.26), equation (2.18) can be rewritten as

\[
\int_0^1 \left[ \varphi^T(t) \hat{g}_u(t) + \psi^T(t) \hat{h}_u(t) + \tilde{p}^T(t) \bar{f}_u(t) \right] u(t) dt = 0 \quad (u \in \mathcal{L}_m^\infty).
\]

This is equivalent to

\[
\int_0^1 \mathcal{H}_u(t, p(t) + \int_{[t,1]} \tilde{k}_x^T(s) d\mu(s), \varphi(t), \psi(t)) u(t) dt = 0 \quad (u \in \mathcal{L}_m^\infty).
\]

By a standard argument, the above equation yields (4.13).

Now, (2.19) becomes

\[
(\Lambda \hat{\mu}' + \lambda T \tilde{a}'' + \beta T \hat{b}'')(\delta x(0), \delta x(1)) + \int_0^1 \tilde{R}'(t; \delta x(t)) d\mu(t)
\]

\[
+ \int_0^1 \mathcal{H}'(t, p(t) + \int_{[t,1]} \tilde{k}_x^T(s) d\mu(s), \varphi(t), \psi(t); \delta x(t), \delta u(t)) dt
\]

\[
\geq 2\delta^* (\alpha^* |V(\bar{G}, \bar{G}_x \delta x + \bar{G}_u \delta u(Q)))
\]

\[
= 2\delta^* (\alpha |V(\hat{\alpha}, \hat{\alpha}_x \delta x(0) + \hat{\alpha}_x, \delta x(1)|R)) + 2\delta^* (\mu |V(\hat{k}, \hat{k}_x \delta x| \text{sel}_C(S)))
\]

\[
+ 2\delta^* (v_5^* |V(\bar{\alpha}, \bar{\alpha}_x, \delta x + \bar{\alpha}_u \delta u| \text{sel}_\infty(Q)))
\]

since \( Q \) is the Cartesian product of three sets and therefore the sum rule applies. Now, the second and third terms on the right-hand side can be computed via Theorems 2.4 and 2.3, respectively. The first term can also be calculated via Theorem 2.5, where the measure space \( \Omega \) is chosen to be the singleton \( \{0\} \) with \( A = \{0\} \), \( \nu(\{0\}) = 1 \).

Thus the above inequality yields (4.14).

Now we consider a special case \((\mathcal{C}_P)\) of problem \((\mathcal{C}_P)\), where

\[
R = \mathbb{R}_-, \quad \text{and} \quad Q(t) = \mathbb{R}_+, \quad S(t) = \mathbb{R}_-^+ \quad \text{for all} \quad t \in [0,1].
\]

In this case, we intend to simplify the results given by Theorem 4.1. Then \((R_5)\) is automatically satisfied. The focus is on reformulating conditions \((R_3)\), \((C_2)\), \((C_5)\), and \((C_7)\), and, in Theorem 4.1, conditions \((4.7)\), \((4.8)\), \((4.9)\), and \((4.14)\).

Condition \((R_3)\) is replaced by the following:

\((R_3)\) There exist bounded measurable functions \(d_1, \ldots, d_q \in \mathcal{L}_m^\infty\) and a constant \( M \) such that, for almost all \( t \in [0,1] \) and for all \( i = 1, \ldots, q, j = 1, \ldots, \gamma,\)

\[
\frac{d_{ij}(t)}{g_j(t)} > -M \quad \text{whenever} \quad \tilde{g}_j(t) < 0 \quad \text{and} \quad d_{ij}(t) > 0,
\]

\[
d_{ij}(t) \leq 0 \quad \text{whenever} \quad \tilde{g}_j(t) = 0.
\]

Furthermore, there exists a constant \( \tau > 0 \) such that, for a.e. \( t \in [0,1], \) (4.2) is satisfied.
Remark 4.1. It follows from Corollary 2.1 that if \( d_1, \ldots, d_q \) satisfy (4.29) and (4.30), then \( d_1, \ldots, d_q \in C(\bar{g}|\text{sel}_\infty(Q)) \); therefore, they also belong to \( T(\bar{g}|\text{sel}_\infty(Q)) \).

Taking the choice \( q = 2\gamma, d_i = (d_{i,1}, \ldots, d_{i,\gamma}) \), where \( d_i \) is defined by

\[
d_{i,j} = \begin{cases} \sqrt{-\bar{g}_i}, & i = j, \\ 0, & i \neq j, \end{cases}
\]

\[
d_{\gamma+1,i} = \begin{cases} -\sqrt{-\bar{g}_i}, & i = j, \\ 0, & i \neq j \end{cases} \quad (i, j = 1, \ldots, \gamma),
\]

we can see that \( d_1, \ldots, d_{2\gamma} \) satisfy (4.29) and (4.30). In this case, (4.2) is equivalent to the following quadratic inequality: for a.e. \( t \in [0, 1] \),

\[
(\xi^T, \eta^T) J(t) J^T(t) \begin{pmatrix} \xi \\ \eta \end{pmatrix} \geq \tau |(\xi, \eta)|^2 \quad ((\xi, \eta) \in \mathbb{R}^\gamma \times \mathbb{R}^\delta).
\]

Introducing the notation

\[
J(t) := \begin{pmatrix} \bar{g}_{1u}(t) & \sqrt{-\bar{g}_1(t)} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ \bar{g}_{\gamma u}(t) & 0 & \cdots & \sqrt{-\bar{g}_\gamma(t)} \\ \hat{h}_{1u}(t) & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ \hat{h}_{\delta u}(t) & 0 & \cdots & 0 \end{pmatrix},
\]

we can rewrite (4.31) as

\[
(\xi^T, \eta^T) J(t) J^T(t) \begin{pmatrix} \xi \\ \eta \end{pmatrix} \geq \tau |(\xi, \eta)|^2 \quad ((\xi, \eta) \in \mathbb{R}^\gamma \times \mathbb{R}^\delta).
\]

Therefore, it is necessary and sufficient that

\[
\det(J(t) J^T(t)) \geq \tau \quad \text{for a.e. } t \in [0, 1].
\]

This latter condition appeared among the assumptions of Theorem 5 in [PZ94b].

The conditions \((C_2), (C_5), \text{ and } (C_7)\) are replaced by the following:

\((C_2)\) \( \hat{a}_{i,x} \delta x(0) + \hat{a}_{i,x} \delta x(1) \leq 0 \) whenever \( \hat{a}_i = 0 \) (i = 1, \ldots, r).

\((C_5)\) For all \( i = 1, \ldots, \gamma, \)

\[
\hat{g}_{i,x}(t) \delta x(t) + \hat{g}_{i,u}(t) \delta u(t) \leq 0 \quad \text{whenever } \hat{g}_i(t) = 0,
\]

and there exists a constant \( M > 0 \) such that, for a.e. \( t \in [0, 1],

\[
\frac{[\hat{g}_{i,x}(t) \delta x(t) + \hat{g}_{i,u}(t) \delta u(t)]^2}{-\hat{g}_i(t)} \leq M \quad \text{whenever } \hat{g}_i(t) < 0, \hat{g}_{i,x}(t) \delta x(t) + \hat{g}_{i,u}(t) \delta u(t) > 0.
\]

\((C_7)\) For all \( i = 1, \ldots, \kappa, \)

\[
\hat{k}_{i,x}(t) \delta x(t) \leq 0 \quad \text{whenever } \hat{k}_i(t) = 0,
\]

and there exists a constant \( M > 0 \) such that, for all \( t \in [0, 1],

\[
\frac{[\hat{k}_{i,x}(t) \delta x(t)]^2}{-\hat{k}_i(t)} \leq M \quad \text{whenever } \hat{k}_i(t) < 0, \hat{k}_{i,x}(t) \delta x(t) > 0.
\]
Using these new conditions, the statement of Theorem 4.1 simplifies to the following result (cf. [PZ94b, Theorem 5]).

**Corollary 4.1.** Let \((\bar{x}, \bar{u})\) be a regular weak local minimum for problem (\(\bar{CP}\)). Then, for every regular critical arc \((\delta x, \delta u)\), there exist constants \(\lambda \in \mathbb{R}, \alpha = (\alpha_1, \ldots, \alpha_r) \in \mathbb{R}^r\), and \(\beta = (\beta_1, \ldots, \beta_s) \in \mathbb{R}^s\), an absolutely continuous function \(p : [0, 1] \to \mathbb{R}^n\), two integrable functions \(\varphi : [0, 1] \to \mathbb{R}^n\) and \(\psi : [0, 1] \to \mathbb{R}^s\), and a Borel regular vector-valued measure \(\mu = (\mu_1, \ldots, \mu_n)\), not all zero, such that \(\lambda \geq 0\),

\[
\alpha \geq 0, \quad \alpha^T \hat{a} = 0,
\]

\[
(4.36)
\]

\[
\varphi(t) \geq 0, \quad \varphi^T(t) \hat{g}(t) = 0 \quad \text{for a.e. } t \in [0, 1],
\]

\[
(4.37)
\]

\[
\mu \geq 0, \quad \int_0^1 \hat{k}(t) d\mu(t) = 0,
\]

\[
(4.10), (4.11), (4.12), (4.13) \text{ hold, and}
\]

\[
(4.39)
\]

\[
(\lambda \hat{p}' + \alpha^T \hat{a}'' + \beta^T \hat{b}')(\delta x(0), \delta x(1)) + \int_0^1 \hat{k}''(t; \delta x(t)) d\mu(t)
\]

\[+
\int_0^1 \hat{k}''(t, p(t) + \int_{[1]} \hat{k}_x(t) d\mu(t), \varphi(t), \psi(t); \delta x(t), \delta u(t)) dt \geq \sum_{i=1}^r 2 \int_0^1 \sigma_{i, \hat{k}, \delta x(t)} d\mu_i(t),
\]

where \(\sigma_{a,b}\) is defined by (2.14).

**Remark 4.2.** In the very special case when \(g(t, x, u) = u\), the first-order necessary conditions in the above corollary form a special case of [Cla83, Theorem 5.2.1] and [Gir72]. On the other hand, when no state constraints are present, the first-order part of this corollary generalizes the results in [MOS98] and [OS95]. When only equality control constraints are present, the statement of Corollary 4.1 has its exact parallel in [ZZ88] for the case where the state is piecewise smooth and the control is piecewise continuous.

**Proof.** Define \(R, Q,\) and \(S\) by (4.28). Using the product rule and Theorem 2.2, it follows that \((\bar{R}_3)\) implies \((R_3)\). Similarly, due to the product rule and Theorems 2.2 and 2.1, it follows that conditions \((\bar{C}_2), (\bar{C}_5),\) and \((\bar{C}_7)\) are equivalent to \((C_2), (C_5),\) and \((C_7)\), respectively. Thus, all the assumptions of Theorem 4.1 are satisfied, and hence we also have its conclusions.

We can see that (4.7), (4.8), and (4.9) are equivalent to (4.36), (4.37), and (4.38), respectively. By the second part of Corollary 2.1, the first and third terms on the right-hand side of (4.14) vanish. By Corollary 2.2 the second term of (4.14) reduces to the right-hand side of (2.15). Therefore, (4.14) reduces to (4.39). \(\square\

**5. Example.** Consider the problem

Minimize \(x_3(1)\)

subject to

\[
(\bar{C}) \quad \begin{cases} 
  x_1(t) = u_1(t) \text{ for a.e. } t \in [-1, 1], \\
  x_2(t) = u_2(t) \text{ for a.e. } t \in [-1, 1], \\
  x_3(t) = x_1^2(t) + \zeta(t)u_2(t) \text{ for a.e. } t \in [-1, 1], \\
  x_1(-1) = x_2(-1) = x_3(-1) = 0, \\
  x_1(1) = x_2(1) = 0, \\
  -x_2(t) - (x_1(t) - t)^2 - x_2^2(t) \leq 0 \text{ for } t \in [-1, 1], \\
\end{cases}
\]
where

$$
\zeta(t) := \begin{cases} 
0 & \text{if } t \in [-1, 0), \\
-1 & \text{if } t \in [0, 1].
\end{cases}
$$

The Hamiltonian of this problem is

$$
H(t, x, u, p) := p_1 u_1 + p_2 u_2 + p_3 (x_1^3 + \zeta(t)u_2).
$$

This problem is a special case of ($\tilde{\mathcal{CP}}$), where (i), (iv), and (v) are absent and, for $x^T = (x_1, x_2, x_3)$ and $u^T = (u_1, u_2)$, we have

$$
b^T(x(-1), x(1)) = (x^T(-1), x_1(1), x_2(1)), \quad f^T(t, x, u) = (u_1, u_2, x_1^3 + \zeta(t)u_2),
$$

$$
k(t, x) = -x_2 - (x_1 - t)^2 - x_1^2.
$$

One would like to find out whether the admissible pair $(\hat{x}; \hat{u})^T = (0, 0, 0; 0, 0)$ is a good candidate for weak local minimality in ($\mathcal{C}$). For this reason, we shall check whether the first- and second-order necessary conditions presented by Corollary 4.1 hold true for this candidate.

We have $\hat{k}(t) = -t^2$ and $\hat{k}_x(t) = (2t, -1, 0)$. Now set

$$
\lambda := 1, \quad p^T(t) := (0, 1, 1), \quad \mu := \delta_0 \text{ (the Dirac measure concentrated at 0)}.
$$

Then, by replacing the left endpoint 0 of the base interval in Theorem 4.1 and Corollary 4.1 by $-1$, one can check that these multipliers (that are not all zero) uniquely (up to a nonzero constant multiple) satisfy (4.10), (4.13), and (4.38). By choosing the multipliers $(\beta_1, \ldots, \beta_5)$ (that correspond to the endpoint conditions) properly, (4.11) and (4.12) can also be satisfied.

Define, for $t \in [-1, 1]$,

$$
\delta x^T(t) = (\delta x_1(t), \delta x_2(t), \delta x_3(t)) := (1 - |t|, 0, 0)
$$

and

$$
\delta u^T(t) = (\delta u_1(t), \delta u_2(t)) := (-\text{sign}(t), 0).
$$

It follows that this choice of $\delta x$ satisfies (4.34) and, for $M = 4$, (4.35). One can also check that all the remaining criticality conditions (and regularity conditions) are also satisfied. Therefore, $(\delta x, \delta u)$ is a regular critical direction for problem ($\mathcal{C}$).

It remains to check the inequality (4.39). Note that the first and the third terms there vanish. Using the definition of $\sigma_{k, \hat{k}_x, \delta x}$ in (2.14), inequality (4.39) simplifies to

$$
-4[\delta x_1(0)]^2 \geq -2[\delta x_1(0)]^2,
$$

which fails to hold, since $\delta x_1(0) = 1$. Therefore, given that the conclusion of Corollary 4.1 is not valid, the pair $(\hat{x}; \hat{u})^T = (0, 0, 0; 0, 0)$ is not a weak local minimum for ($\mathcal{C}$).
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