Investigating the long memory property of the Hungarian market pig prices by using detrended fluctuation analysis
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ABSTRACT
Within the scope of this study we test the Long Memory property on monthly average pig market prices including piglet, young pig, sow and slaughter pig. We also calculate the Hurst exponent using Detrended Fluctuation Analysis (DFA) method. DFA is a method for determining the statistical self-affinity of a time serie. It is a useful technique for investigating time series with long memory (diverging correlation time and power-low decaying autocorrelation function. The obtained exponent by DFA is similar to those Hurst exponents estimated by other methods such as Rescaled Range (R/S) and AutoRegressive Fractionally Integrated Moving Average (ARFIMA), except the fact that DFA may also be applied to non-stationary time series (mean and variance is changing with time) as in our case. We study the long memory property of the market pig prices.

Data consist of four time series (piglet, young pig, sow, slaughter pig) between 1991 and 2013. Before the econometric analysis all the series were seasonally adjusted by using TRAMO/SEATS method. Data preparation was followed by differencing the time series and testing the normality and stationarity of them. In the next step we divided the analysed period to four parts and determined the Hurst exponent for each sub-period with the DFA method. So as to sum it up, slaughter pig prices are random, young pig and piglet prices developed similarly and have long memory, while sow price changes have definitely short memory.

1. Introduction

The literature studies analysing the pig sector mentions that the emission of the sector and the prices are described by cyclical movements. Nyárs (2005) analysed the significant pig-keeping member states of the EU and the characteristic processes of the Hungarian and Polish pig sector thoroughly and stated that in the examined states the pig cycle could be revealed in different length in the tendency of buying up prices. The experts on the regulation of market processes have been examining for decades the formation price oscillations and pig cycle. The theory of the cobweb model can be found in classical economic literature. The sense of it is that the loss of market information has an effect on the behaviour of the cycle. The price of slaughter pig, crop prices and portion compared to each other have a significant effect on the decisions of pig-keepers, mainly in the case of the activity of small-scale producers. The formations of home buying-up prices are described by shorter cycles than the member states of EU having advanced pig-keeping. In the EU there are 9 year periods, while in Hungary 3 or 4-year-periods are repeated. The reason of long cycles is on the one hand the predictable market regulation and the other hand the concentrated production structure. Therefore we chose the monthly average Hungarian market prices of the period after the change of the system as a basis of our examinations.

Simply knowing that a time series has the so called long term dependence or long memory could have a strong significance when the main goal is to forecast the prices. Beside the presence of the long
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memory is crucial information in making business decisions and creating portfolios as well. Long memory could be measured by calculating the so called Hurst exponent. In our article we studied the Detrended Fluctuation Analysis (DFA) and calculate the Hurst exponent (Hurst, 1952) by using this method. In order to detect long-range correlations properly, it is inevitable to separate trends from the long-range fluctuations in the data. Trends are caused by external effects – e.g. the greenhouse warming and seasonal variations for temperature records – and they are usually supposed to have a smooth and monotonous or slowly oscillating behaviour (Kantelhardt et al., 2001). It is the advantage of the DFA that it can systematically eliminate trends of different order and we can gain insight into the scaling behaviour of the natural variability in the considered time series (Kantelhardt et al., 2001). In this paper, we study systematically different orders of the DFA technique, that allow eliminating different orders of trends.

1.1. The long memory property

A stationary time series has the Long Memory property if the autocorrelation function decays to zero very slowly for a very long time period. The rate of decay is determined by the so called Hurst exponent (H) according to the following expression (Beran, 1994):

\[ \rho(k) = Ck^{-\alpha}, \text{ where } H = 1 - \frac{\alpha}{2}, \]

while C is a finite constant and \( \rho(k) \) is the autocorrelation function of the time series with lag k. According to Hurst’s conclusions, if H=0.5 than data points of the time series are independent and the series is a random walk.

If 0.5<H<1, the series indicates persistent behaviour or long memory. If there is an increase from time step \( t_{i-1} \) to \( t_i \) there will be probably be an increase from \( t_i \) to \( t_{i+1} \) (Alptekin, 2006). The same is true for decreases. A decrease will tend to follow a decrease, while an increase will tend to follow an increase.

When the Hurst exponent is positive and below 0.5 then the series is called anti-persistent. In this case, an increase will tend to be followed by a decrease or a decrease will be followed by an increase (Alptekin, 2006). This behaviour is sometimes called mean or trend reversion as a low H value indicates that the process could not go far from the seasonal trends and the effect of the reversions is strong.

The Hurst exponent has already been employed in many fields in Mathematics such as chaos theory and fractal analysis (Mandelbrot, 1969). As the theory of fractals has been developed, the methods for calculating the Hurst exponent have spread away widely.

2. Data and methodology

The agricultural prices often show irregular behaviour which refers to the nonlinear interdependency of the markets. The nonlinear interdependency in economics is not a specified concept the literature gives only some hints referring to it: the distribution of prices is in a usual way non-normal, the autocorrelations of time series even in case of long time periods are long term dependence, the time series includes non-periodical cycles and is not stationary. The long term time series involve the above mentioned characteristics so the examination of long term memory is capable of characterising the above phenomena.

Our main goal was to study the pig market prices regarding data from the past. We have already known the major deterministic factors influencing the prices but in our analysis we suppose that information on these factors is unavailable or unreliable. By this supposition we intended to give acceptable estimation on the development of the prices regarding long-memory property. The causes of trends can also be modelled by other methods (Lampe, 1998). Within the scope of our study DFA have been employed as a simple stochastic method.

2.1 Data

Table 1 includes the descriptive statistical indexes of four differentiated time series (piglet, young pig, sow, slaughter pig). On the basis of this it can be stated that at the whole time period the average of
the change of pig price was the highest 2.61 (HUF/kg), which can be in connection with the fact that also the unit price was here the highest. The value of the median was on the contrary since at the young pigs 50% of the monthly changes were lower than 2.26 HUF/kg. The standard deviation was the most significant in case of sow price changes. The minimum and maximum of changes could also be observed here (-244.99 and 201.39 HUF/kg price change).

In Table 1 we included not only the characteristics of the whole time period but also the characteristics of each period. Similar to the fact observed in the whole time period the average of piglet price change was the highest except for the 3rd period. The value of the median fluctuated between 0 and 1 in the second period while the other periods were described by higher fluctuation. It is interesting to observe that the value of standard deviations is becoming higher and similar to the whole period while the average deviation was the highest in case of the sows in every time period. The formation of minimum values is in connection with this since in the 3rd period the smallest price difference between the two time points -244.99 HUF/kg was in case of the sows. This value shows how large loss the producers suffered month after month if they were forced to sell their animals in the given period. In the case of maximum values it can be stated that except for the 4th period the highest price movement between the two months appeared at the piglet. That is the producers could reach the highest income by selling their piglets if they exploited the advantages coming from the price change. So on the basis of the Table 1 it can be stated that the differentiated price data in the various periods showed a big difference in case of the certain products.

**Table 1.** Descriptive statistical values of the differentiated price data.

<table>
<thead>
<tr>
<th>Denomination</th>
<th>Piglet</th>
<th>Young pig</th>
<th>Sow</th>
<th>Slaughter pig</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Whole period</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>2.61</td>
<td>1.76</td>
<td>1.40</td>
<td>1.36</td>
</tr>
<tr>
<td>Median</td>
<td>0.82</td>
<td><strong>2.26</strong></td>
<td>0.54</td>
<td>1.29</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>35.32</td>
<td>23.16</td>
<td><strong>49.94</strong></td>
<td>24.02</td>
</tr>
<tr>
<td>Minimum</td>
<td>-156.76</td>
<td>-86.07</td>
<td><strong>-244.99</strong></td>
<td>-86.51</td>
</tr>
<tr>
<td>Maximum</td>
<td>144.37</td>
<td>149.74</td>
<td><strong>201.39</strong></td>
<td>84.08</td>
</tr>
<tr>
<td><strong>First period</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>4.97</td>
<td>2.68</td>
<td>1.78</td>
<td>2.08</td>
</tr>
<tr>
<td>Median</td>
<td>3.09</td>
<td>2.91</td>
<td>1.25</td>
<td>1.19</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>10.23</td>
<td>5.93</td>
<td>8.03</td>
<td>6.66</td>
</tr>
<tr>
<td>Minimum</td>
<td>-10.34</td>
<td>-14.29</td>
<td>-16.08</td>
<td>-8.61</td>
</tr>
<tr>
<td>Maximum</td>
<td><strong>32.33</strong></td>
<td>19.35</td>
<td>19.99</td>
<td>20.96</td>
</tr>
<tr>
<td><strong>Second period</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>2.68</td>
<td>2.18</td>
<td>1.21</td>
<td>1.49</td>
</tr>
<tr>
<td>Median</td>
<td>0.15</td>
<td><strong>0.76</strong></td>
<td>0.15</td>
<td><strong>0.69</strong></td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>30.86</td>
<td>21.08</td>
<td>42.57</td>
<td>25.30</td>
</tr>
<tr>
<td>Minimum</td>
<td>-58.76</td>
<td>-51.48</td>
<td><strong>-128.23</strong></td>
<td>-86.51</td>
</tr>
</tbody>
</table>
Before examining economically the time series we must filter the season effects out. During this process we simplify time series in a way not losing important information in order to show the main processes. The time series used by us involves 21.5 whole years and it did not contained missing observations. Before the econometric analysis we adjusted the series seasonally by using TRAMO/SEATS (Golinelli–Parigi, 2008). We applied a trading day adjustment (5 day and length of month effect) and an Easter adjustment only if significant. We also detected the additive outliers, the temporary changes and the level shifts automatically. For the further investigations we used the adjusted series and Figure 1 also presents the seasonally adjusted series.

2.2. Detrended Fluctuation Analysis (DFA)

The basis of DFA was established by Peng et al. (1992) and was called fluctuation analysis. It was first developed for studying DNA-sequences and nucleotides (Peng et al., 1993; Peng et al., 1994). DFA is a bit different to the fluctuation analysis in such way that it removes the local trends in the series. The first application was also presented by Peng et al. (1994) and Peng et al. (1995).

The DFA procedure consists of four step. Let us suppose that we have a time series \( (x_i) \) of \( N \) elements measured at regular intervals. In the first step we determine the cumulative sum (which is called the profile) of the time series:

\[
y_j = \sum_{i=1}^{j} x_i \quad (j=1,\ldots,N)
\]

In the second step we split the profile into \( l \)-length parts (time windows), so the maximum number of the segments is \( s = \left\lceil \frac{N}{l} \right\rceil \), where \( f(x) = \lfloor x \rfloor \) means the floor function (it gives the largest integer not greater than \( x \). Since \( N \) need not be multiple of the time scale \( l \), in most cases a short part will remain at the end of the profile. In order to solve this problem, the same procedure is repeated starting from the other end of the profile (altogether \( 2s \) segments are applied).
In the third step we calculate the local trends denoted by \( f_{k,j}^p \) for each segment, where \( j \) is the actual time point (\( j=1,..,l \)) in \( k \) segment (\( k = 1,..,2s \)), \( p \) is the degree of the polynomial. Then we define the detrended time series for segment duration \( l \) as follows:

\[
y_{t,j} = y_j - f_{k,j}^p \quad (j=1,..,N)
\]

Given the order of the fitted polynomial the method can be called DFA-1 (first order polynomials are used) or DFA-2 (second order polynomials are used).

In the fourth step, we calculate the fluctuation for each segment \( k \) as the variance of \( y_{j} \) (Peng et al., 1993; Peng et al., 1994; (J. W. Kantelhardt et al., 2001):

\[
F_{i,k}^2 = \frac{1}{l} \sum_{j=1}^{l} y_{i-(k-1)l+j}^2
\]

Finally, we average over all segments and take square root to obtain the DFA fluctuation (where \( p \) is the order of the fitted polynomials) as follows:

\[
F_p(l) = \sqrt{\frac{1}{2s} \sum_{k=1}^{2s} F_{i,k}^2}
\]

We are interested in \( l \)-dependence of \( F_p(l) \). In case of long range dependence we suppose that is the power of \( l \) with the DFA-\( p \) exponent \( \delta / F_p(l) \approx l^\delta / \). Short-range dependent time series have \( \delta = 0.5 \), long-range dependent series are characterized by a \( \delta > 0.5 \), while anti-persistent series have \( \delta < 0.5 \) (Koscielny-Bunde et al., 1998; Talkner-Weber, 2000; Király, 2005).

3. Results

The observed prices were as follows the average price of piglet, young pig, sow, slaughter pig in the animal markets and fairs. To the empirical analysis there were in all the four categories 270 observations that is monthly average market prices observed between January 1991. and June 2013. at our disposal.

3.1 The monthly formation of seasonally adjusted market pig price data between January 1991. and June 2013.

Figure 1 shows that during the period after the regime change the basic trend in pig market prices is slightly increasing. According to Bakucs – Fertő (2005) the market is still basically the buyer’s market which affects the development of the prices apart from the seasonal and cyclical effects. In each case the average prices have changed according to a 3-years cycle which turned to a 4-years cycle after joining to the EU. Price developments show a large fluctuation over the 20 years so we had to divide the whole period to 4 sub periods from a professional standpoint and analyse the four series even in these sub periods. The first part contains data from 1991 to 1994 as prices were almost continuously increasing without any cyclical affect. The second part involves data from 1995 to 2004. In this period there had been a large cyclical effect which caused a 3-years movement in the prices. It is also observable that slaughter pig prices and sow prices developed the same way.

The third period covers the first stage after the EU joining in which the prices had been decreased or stagnated. There had been a dramatic decrease in case of the pig and piglet prices. The final sub-period as a second stage after the EU joining lasts from July in 2008 to June in 2013. In this stage we can observe a steady increase in pig and piglet market prices, while slaughter pig prices increased in a modest way (Figure 1) and sow prices follow a random movement.

3.2 Economical analysis of the data

Long memory is not a clearly specified concept in the financial theory authors only give hints to the signs which could indicate it. For example the prices are usually distributed normally, the autocorrelation
function decays zero very slowly even for a very large period, the series has non periodic cycles and not stationary (Taylor, 1986). According to these symptoms we would further test the seasonally adjusted time series in order to find more evidence of long memory.

Remark: The seasonal adjustment was used by the TRAMO/SEATS-program.

Figure 1. Seasonally adjusted monthly average pig prices /1991- 2013/ (in HUF/kg).

Table 2. Normality test results of the seasonal adjusted time series.

<table>
<thead>
<tr>
<th>Tests</th>
<th>Piglet</th>
<th>Young pig</th>
<th>Sow</th>
<th>Slaughter pig</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(0.018)</td>
<td>(0.002)</td>
<td>(0.010)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>Shapiro-Wilk</td>
<td>0.969</td>
<td>0.965</td>
<td>0.969</td>
<td>0.959</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>Lilliefors**</td>
<td>0.062</td>
<td>0.075</td>
<td>0.085</td>
<td>0.114</td>
</tr>
<tr>
<td></td>
<td>(0.030)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>Jarque-Bera</td>
<td>8.26</td>
<td>8.799</td>
<td>6.296</td>
<td>9.229</td>
</tr>
<tr>
<td></td>
<td>(0.016)</td>
<td>(0.012)</td>
<td>(0.043)</td>
<td>(0.010)</td>
</tr>
</tbody>
</table>

Remark: Econometric Software GRETL was used to test normality, significances are in parenthesis *Doornik and Hansen (2008); **Lilliefors (1967)

The normality and stationarity of the series were tested as well as the decay of their autocorrelation function. Long memory processes exhibit non-normality and non-stationarity, their autocorrelation function decays to zero very slowly. Normality test results can be seen in Table 2.

The null hypothesis of the normality tests is that data is normally distributed. All the tests proved significant at 5% significance level so we can reject the hypothesis of normality in each case.
Table 3. Stationarity test results of the seasonal adjusted time series by ADF-test.

<table>
<thead>
<tr>
<th>Model</th>
<th>Piglet</th>
<th>Young pig</th>
<th>Sow</th>
<th>Slaughter pig</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-2.39509</td>
<td>-2.134</td>
<td>-1.587</td>
<td>-1.547</td>
</tr>
<tr>
<td></td>
<td>(0.1431)</td>
<td>(0.231)</td>
<td>(0.488)</td>
<td>(0.509)</td>
</tr>
<tr>
<td>Constant and trend</td>
<td>-4.57618</td>
<td>-4.446</td>
<td>-3.274</td>
<td>-2.962</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.071)</td>
<td>(0.143)</td>
</tr>
<tr>
<td>Differentiated series</td>
<td>-8.19323</td>
<td>-7.549</td>
<td>-10.917</td>
<td>-7.544</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
</tbody>
</table>

Remark: Econometric Software GRETL was used to test normality, we employed the Augmented-Dickey-Fuller test, significances are in parenthesis

The null hypothesis of the ADF test is that the time series has a unit root as the time series is non-stationary. The test proves non-stationarity in all cases as the null hypothesis can not be rejected at 5% significance level (Table 3). Pig and piglet market prices are trend stationary, the other series are not. On the other hand, the differenced series are all stationary, so it was reasonable to difference the seasonally adjusted series and apply the Hurst exponent estimations to them.

Before we turn to the results of the estimations one thing must be strongly emphasized. In case H=0.5 the original data follows a random movement as it is non-stationary. The differenced series (price change) is stationary so can not follow a random movement.

Table 4. DFA-2* estimated Hurst exponents.

<table>
<thead>
<tr>
<th>Sub period</th>
<th>Piglet</th>
<th>Young pig</th>
<th>Sow</th>
<th>Slaughter pig</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>0.839</td>
<td>0.765</td>
<td>0.459</td>
<td>0.824</td>
</tr>
<tr>
<td>2.</td>
<td>0.852</td>
<td>0.785</td>
<td>0.223</td>
<td>0.477</td>
</tr>
<tr>
<td>3.</td>
<td>0.397</td>
<td>0.555</td>
<td>0.256</td>
<td>0.497</td>
</tr>
<tr>
<td>4.</td>
<td>0.588</td>
<td>0.686</td>
<td>0.274</td>
<td>0.525</td>
</tr>
<tr>
<td>Whole period</td>
<td>0.750</td>
<td>0.709</td>
<td>0.162</td>
<td>0.402</td>
</tr>
</tbody>
</table>

*Remarks: Estimations were made by the DFA Software with p=2, quadratic polynomials were used for detrending the series (PhysioNet [2010]).

Average sow market price changes have short memory in all sub-periods and in the whole period (Table 4). Slaughter pig price changes did not have long memory except in the first sub-period. The Hurst exponents of the pig and piglet price changes are very similar to each other, except the third sub-period in all other sub-periods and in the whole period they had long memory. The slaughter pig price changes had short memory in the whole period, and the original prices show random movement in all sub-period except the first one. These statements are in a great balance with Figure 1.

4. Conclusions

In order to detect long-range correlations properly, it is inevitable to separate trends from the long-range fluctuations in the data. The major advantage of the DFA is to systematically eliminate trends of different order and to gain better insight into the scaling behavior of the variability in a given time series.

On the basis of our analysis it can be stated that the DFA method applied for the examination of long term memory exactly proved the characteristics described on the certain periods of seasonally adjusted time series. During the examination of the change of the sow prices the DFA-2 showed short-term memory in price changes. The explanation for this can be that the price of sows appearing on the market...
is partly independent of the breeding animal prices of the earlier periods. Piglet and young pig price changes have long-memory across the whole time period except after the joining to the EU (the 3rd period). The changes of slaughter pig prices between 1991-1994 (first period) turned to be having a long term memory. The data of the original time series in the 2-4th periods are similar to random walking and the price changes in total have short term memory on the basis of the DFA-2 method.

So as to sum it up, slaughter pig prices are random, young pig and piglet prices developed similarly and have long memory, while sow price changes have definitely short memory, which means that a decrease will probably be followed by a decrease in the long run.

Information on the long-memory dynamics will support the decision making process of different economic operators as producers, traders, public authorities. Sales revenues of stock farms fluctuate due to the short memory of the prices but it is still calculable. On the other hand, the acquisition costs of slaughter-pig farms are much more stable because of the presence of the long-memory in the prices. As the slaughter pig prices are almost random, the sales revenues of slaughter-pig farms fluctuate randomly.
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