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Abstract—The identification of a nonlinear system is quite challenging for engineers. This paper presents the automatic identification of a servo-pneumatic cylinder based on a framework implemented in MATLAB. The introduced application shortens the process length of identification and gives reference model, important for controlling.
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I. INTRODUCTION

It is a common task in engineering practice, to identify the parameters of an existing device without or with only little information about the system. The more precise model we need, the more time this process requires. Nevertheless nowadays there is always a pressure on developers to be the first on the market, to have results with shorter deadlines. The lack of time claims such fast solutions like the system identification where the complex system models are not needed.

The derivation of an abstract model using conventional analysis has the following steps:
1. Choosing the parameters which best describe the system.
2. Building an abstract model representing the real system.
3. Analysis of the results and refinement of the model.
4. Generalization of the results and determining correlations.

The most problematic requirement of the steps above is to define the needed accuracy. The more accurate model we need, the more parameters and variables are needed for the building of the model and the less physical phenomenon that we can neglect. A perfect model can be beneficial, but it also has to be taken into account whether an appropriate hardware-resource is available. The identification and the calculations afterwards may take longer time than reasonable.

There are three different groups of the system-models:

1. Homolog model: scaled-down version of the real system using affinity laws.
2. Analog model: the applied physical phenomenon differs from the modelled phenomenon but the outputs of both systems are the same for the same inputs (e.g. substitution of a pneumatic system with an electrical circuit)
3. Mathematical model: description of the physical behavior of the real system by equations.

Due to the developments in computing the application of mathematical models became also widespread. It is a fast and relatively cheap solution to perform analytical tasks. The main point of this method is to define a mathematical model which describes the behavior of the real system and which is fast and accurate enough from controlling point of view. One possibility is to describe the physical phenomena directly by equations. In this case deeper knowledge is needed to find the most appropriate formula and parameters.

Another possibility to define the mathematical model is the system identification, when the model is built up based on an input signal sequence and the belonging output signal sequence. The result is a linearized empirical model. This process does not require so deep knowledge of the physical background of the system. The most important point to be defined is the number of physical elements that can store energy and thus the characteristic of the expected functions. This method gives fast results but it has to be handled a bit sceptic. This model loses the contact to the real system and can only be applied in the linearized domain. Outside of the linearized domain the response of the real system and the response of the abstract model defined by system identification might be different. The main disadvantage of the method is that we have no information in the abstract model about the physical background. It is not possible to change a component of the real system, and implement this modification in our mathematical model by replacing some parameters, but the whole system identification process has to be repeated for any change in the real system. This kind of abstraction cannot highlight the physical relationship of the elements of our experimental setup.
II. EXPERIMENTAL SETUP

The experimental setup is a servo-pneumatic system (see Fig. 1.). The hardware elements used during the identification are listed in Table I. The aim of the experiment is to set the position of the carriage of the rodless pneumatic cylinder with the help of two 3/3 proportional valves (which in this case are used as one 5/3 proportional valve since they are excited simultaneously and inversely). The position is sensed by an optical incremental encoder with 5 [µm] accuracy. Processing of the measured data, calculation and realization of the control signals are done by a 16-bit DSP microcontroller. Due to the different voltage levels an interface circuit is also needed. This interface circuit handles the sinusoidal signals of the incremental encoder and supplies the quadrature module of the DSP with digital signals that can be processed with the needed frequency. The interface circuit is also responsible for the voltage level shift between the output of the microcontroller (3.3 [V]) and the control signals of the proportional valves (10 [V]). The processed data is sent by UART communication from the microcontroller to the PC where a MATLAB based graphical user interface (Fig. 2.) logs the data for post-processing.

This experimental setup allows the automatic identification of the rodless pneumatic cylinder which is discussed in chapter IV, but before that it is practical to analyze the elements of the system. Exact parameters and functions are not needed, only the main characteristics of the system to have an idea about the order of the system model. The necessary linearized model is described in the next chapter.

![Experimental setup](image)

### Table I. Elements of the Experimental Setup

<table>
<thead>
<tr>
<th>Nr.</th>
<th>Element</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Pressure regulator</td>
<td>HOERBIGER SFRL-1/4</td>
</tr>
<tr>
<td>2</td>
<td>Incremental linear encoder</td>
<td>Mitutoyo AT112</td>
</tr>
<tr>
<td>3</td>
<td>Pneumatic cylinder</td>
<td>HOERBIGER P210-20 Ø32 700</td>
</tr>
<tr>
<td>4</td>
<td>Pressure sensor</td>
<td>FESTO SDE-10-10V/20mA</td>
</tr>
<tr>
<td>5</td>
<td>3/3 proportional valve</td>
<td>HOERBIGER 94701</td>
</tr>
<tr>
<td>6</td>
<td>Microcontroller development board</td>
<td>DM240001 (Explorer16)</td>
</tr>
<tr>
<td>7</td>
<td>PICtail Plus</td>
<td>AC164126</td>
</tr>
<tr>
<td>8</td>
<td>USB to serial converter</td>
<td>PL-2303 USB to RS232</td>
</tr>
<tr>
<td>9</td>
<td>Interface circuit</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Power supply</td>
<td>VOLTCRAFT TNG35</td>
</tr>
</tbody>
</table>

III. LINEARIZED STRUCTURE

A servo-pneumatic system is nonlinear and time-variant [1-5] while our identification process will result in a linear mathematical model, which has only little relationship to the physical behavior of the original real system. Our goal in this chapter is to find the main physical phenomena which define the minimal order of the system model for the needed accuracy.
The positioning of the system depends on the pressures in the left and right chambers. The carriage is pushed by the resultant force which is the difference of the pressures acting on the left and right surfaces of the piston. The dynamic of the system is depending furthermore on the mass of the carriage and the friction between the piston and the wall of the cylinder [6-8]. The latter is a complex nonlinear phenomenon [9-10]. The Striebeck friction model is applied in the analyzed model but it is not discussed in details as the aim of the paper is a linear model. Based on these considerations the movement of the carriage can be described by a second order differential equation (1).

\[ m \cdot \ddot{x} = A \cdot (p_a - p_b) - F_V \cdot \dot{x} \]  

(3)

As these phenomena define the most important behavior of our experimental setup, the roots of this equation are expected to be the dominant roots of our model. Depending on the damping, these roots are real roots or complex conjugate pairs which form is nontrivial according to the nonlinear system model.

The chamber pressure itself is also a function of several variables. The pressure might be changed in three ways. By changing the amount of air in the chamber with the help of the proportional valve. By changing the volume of the chamber when the piston is moved. By changing the temperature of the chamber. During this experiment the latter one is neglected, due to the difference of time constants for mechanical and thermal processes. Thus the chamber pressures can be described by the differential equations (4) and (5).

\[ \dot{p}_a = \frac{\kappa \cdot (R \cdot T_a \cdot \dot{m}_a - A \cdot \dot{x} \cdot p_a)}{A \cdot x} \]  

(4)

\[ \dot{p}_b = \frac{\kappa \cdot (R \cdot T_b \cdot \dot{m}_b + A \cdot \dot{x} \cdot p_b)}{A \cdot x} \]  

(5)

The linearized form of the differential equations as a function of the amount of substance, the pressure and the position of the piston can be seen in equations (6) and (7).

\[ \dot{p}_a = g_{ma} \cdot \ddot{x}_v + g_{pa} \cdot \dddot{x} + g_{sa} \cdot \dot{x} \]  

(6)

\[ \dot{p}_b = g_{mb} \cdot \ddot{x}_v + g_{pb} \cdot \dddot{x} + g_{sb} \cdot \dot{x} \]  

(7)

The mass flow of the air depends on the opening cross-section and the flow factor of the proportional valve, which is also a complex nonlinear function. Since this correlation is not a differential equation, from the point of view of our deduction, it is irrelevant.

The mass flows are controlled by two independent proportional valves. In the case of our experimental setup the valves are handled as one 5/3 proportional valve as they are actuated the same time but inversely. Its dynamic behavior can be described by a mass-spring model. This element is not likely to give the dominant conjugate pairs and thus we do not go into further details. The linearized form can be seen in equation (8).

\[ \dddot{x}_v + 2 \cdot \zeta_v \cdot \omega_v \cdot \dot{x}_v + \omega_v^2 \cdot x_v = A_i \cdot \omega_v^2 \cdot u \]  

(8)

As summary of the considerations above, the servopneumatic cylinder can be described by a second order differential equation of the carriage movement (3), two first order differential equations of the chamber pressures (6),(7) and a second order differential equation of the proportional valves (8). It can be concluded that for the identification at least a sixth order state space model is necessary.

\[ \begin{align*}
  m \cdot \ddot{x} &= A \cdot (p_a - p_b) - F_V \cdot \dot{x} \\
  \dot{p}_a &= \frac{\kappa \cdot (R \cdot T_a \cdot \dot{m}_a - A \cdot \dot{x} \cdot p_a)}{A \cdot x} \\
  \dot{p}_b &= \frac{\kappa \cdot (R \cdot T_b \cdot \dot{m}_b + A \cdot \dot{x} \cdot p_b)}{A \cdot x} \\
  \dot{p}_a &= g_{ma} \cdot \ddot{x}_v + g_{pa} \cdot \dddot{x} + g_{sa} \cdot \dot{x} \\
  \dot{p}_b &= g_{mb} \cdot \ddot{x}_v + g_{pb} \cdot \dddot{x} + g_{sb} \cdot \dot{x} \\
  \dddot{x}_v + 2 \cdot \zeta_v \cdot \omega_v \cdot \dot{x}_v + \omega_v^2 \cdot x_v &= A_i \cdot \omega_v^2 \cdot u
\end{align*} \]
IV. PREPROCESSING OF THE MEASUREMENT DATA

During identification the shape and type of the excitation signal, applied on the system’s input has determinative influences. The ideal excitation signal is the so-called persistent signal, which can be any of the conventional test signals, for example:

- impulse
- step signal
- white noise
- sum of sin signals

The measurement accuracy can be improved, if the number of samples per time unit is increased; also by decreasing the time delay between the samples. Different signal types can achieve the same measurement accuracy, achieved with different sampling time. In our case the data was sampled with 100 [Hz], also a sample was taken in every 10\(^{th}\) [ms], so based on the Shannon-theorem, the useful frequency range is 50 [Hz]. Signal “data1” was used for the identification, while data2 for the verification (Fig. 3.).

The square signal was chosen, because its Fourier transform is rich in harmonics, and provides the excitation of the most system natural frequencies. The result, based on the output signal, gives a preliminary foreknowledge if there are further dominant pole/pole pairs near to the system’s dominant poles. As next step if we neglect the poles that are at least three times faster than the system’s dominant pole/pole pairs, we do not make a big mistake because the effects of these poles die down faster than the system’s settling time.

For the periodic signals over the window length, the discrete Fourier transform generates the complex Fourier coefficients. These squares of absolute values of these coefficients give the signal’s power density. The square of the discrete Fourier transform is called the periodogram. A periodogram also can be used to estimate the spectrum of a stochastic signal.

Before identification, during the preparation of the measured data, the following steps are necessary:

- filtering higher frequency noise
- removing measurement errors
- removing DC component from the signal

As it can be seen on the measurement result, the above mentioned preparation steps can be omitted, because the measured signals are clean from noise, furthermore the starting position was 0 [m] thanks to the initialization steps, implemented on the microcontroller.

For data recording and identification, a dedicated MATLAB graphical user interface was created and used (Fig. 2.). The multi-function interface is implemented with the purpose of easing the further work with the different control methods. With the “Reference position” slider on the “Manual control” tab, we can set the PWM duty ratio of the proportional valve’s control signal. Choosing “System identification” radio button on the mentioned interface tab, a 6\(^{th}\) order state space model identification runs automatically after collecting identification data. The accuracy of the identified model is highlighted on the same panel right after the process is done. With the “LTI view” button, the model can be analyzed in the time and frequency domain.

V. IDENTIFICATION

During identification a cost function is defined, which is the difference between the real system and the output of the determined model, and it is used to optimize the model parameters to reach the minimum of this function. With other words, we want from the model’s output to approximate the real system’s behavior accurately. This can be reached by the optimization of the model’s polynomials, which is possible with the least square method, numeric optimum searching algorithms or with these combinations.
The structure of the model does not have to be the same as that of the test system, but has to show the same behavior; otherwise, it cannot replace the system during analysis.

Identification results obtained from discrete-time linear models are expected to belong to linear, sampled continuous-time systems.

If $s_i$ is the pole of the continuous-time system, then it has to be mapped in the $z_i = e^{s_i T}$ pole in the sampled system’s discrete-time transfer function. This means, if $z_i$ on the negative real axes is a pole of the identified model and the multiplicity is even, than it cannot belong to a continuous-time linear system, because its $s_i = \ln z_i T$ complex poles can appear only together with its complex conjugated pairs.

Model accuracy based on simulation:

- 4th order state space ($n4s4$): 95.83%
- 2th order state space ($n4s2$): 95.06%
- 6th order state space ($n4s6$): 93.98%

\[
\dot{x}_{(t)} = Ax_{(t)} + Bu_{(t)} + Ke_{(t)} \quad (9) \\
y_{(t)} = Cx_{(t)} + Du_{(t)} + e_{(t)}, \quad (10)
\]

where \( A, B, C, D \) are the state matrices, \( K \) is the noise matrix, \( u_{(t)} \) is the input, \( y_{(t)} \) is the output, \( x_{(t)} \) is the state vector and \( e_{(t)} \) is the noise vector.

The free tunable parameters of the system are the noise and the state matrices except the \( D \) matrix, because it is assumed, that there is no feed forward in the system, so can be neglected.

Based on the results the system can be best described by a 4th order state space model. The determined model is acceptable, if the remaining error does not contain any structure, also it is free of any pattern, and there is not any correlation with the input or output:

- the average of white noise is null
- the process has Gaussian-distribution
- the elements of the error series and the previous input values do not correlate

The autocorrelation and the cross correlation test (Fig. 9.) can be used for the examination of the residual error, in which the autocorrelation of the residual error and the cross correlation of the input signal and the error signal is estimated. The more similarity the remaining error has to the white noise, the more the similarity between the autocorrelation and the impulse function is. The cross correlation function is used to analyze the relationship between the input signal and the residual error. With a sufficiently accurate model there is not any correlation between the input and the error function, also the value of the cross-correlation function is near to null by any delay.

From the identified system models, we got the best results with the linear time invariant state space models, which structure can be written in the form(9)-(10).

Modell accuracy based on 20 steps prediction:

- 4th order state space (n4s4): 94.41%
- 6th order state space (n4s6): 94.57%
- 2th order state space (n4s2): 93.19%

Fig. 7. 20 steps prediction of the identified models

Fig. 8. Error of the 20 steps prediction of the identified models

Fig. 9. Auto and cross correlation between the signals
The zeros and the poles belonging to the identified models can be seen in Fig. 10. Note that there are not any negative real poles with the multiplicity of one, so the models can belong to a real system. Note that all the models contain an integrator, as it was expected after the real system’s structure ($z_i=1$).

![Fig. 10: Zero, pole map of the identified models](image)

![Fig. 11: Bode diagrams of the identified models](image)

**VI. CONCLUSION**

The paper discussed the definition of the transfer function of a servo-pneumatic cylinder using two different methods. First the analytical way and then the automatic system identification based on measurement data. Based on the results the fourth order state space model has proven to be the most appropriate to describe the physical behavior of the real system.

Due to the system identification method a fast result could be obtained that is accurate enough to apply in simulations, utilize in controller development or as a reference model. Applying the model obtained by system identification, a robust state space controller with load estimation had been implemented that can properly position the real system.
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