CANONICAL NUMBER SYSTEMS OVER IMAGINARY QUADRATIC EUCLIDEAN DOMAINS
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ABSTRACT. In this paper we investigate canonical number systems over imaginary quadratic Euclidean domains. We define canonical digit set in a uniform way. The linear ECNS polynomials are characterized completely. We prove that for every degree there are infinitely many ECNS polynomials. As a byproduct we give a sufficient condition that a polynomial being symmetric-CNS.

1. Introduction

Decimal representation of integers goes back to ancient time. The number 10 is only one out of infinitely many possibilities to be a base of the radix representation of integers. This concept has far reaching generalizations, see [1], [5], [14] and the references therein. One of the successful generalizations is the concept of canonical number system polynomials with integer coefficients, which will be called in the sequel CNS polynomials. It was introduced by the first author in [13]. Let \( P(x) = x^d + p_{d-1}x^{d-1} + \cdots + p_0 \in \mathbb{Z}[x] \) and \( \mathcal{N} = \{0, 1, \ldots, |p_0| - 1\} \). The polynomial \( P(x) \) is called CNS if for every \( 0 \neq A(x) \in \mathbb{Z}[x] \) there exist \( h \) and \( a_0, \ldots, a_h \in \mathcal{N} \) such that

\[
A(x) \equiv a_0 + a_1 x + \cdots + a_h x^h \pmod{P(x)}.
\]

If \( P(x) \) is irreducible one gets the concept of canonical number system in algebraic number fields, which was introduced by B. Kovács [10]. The canonical number systems were generalized for Gaussian integers by Jacob and Reveilles [9].

The shift radix systems, SRS, for real vectors were introduced in [1]. Generalizing SRS, Brunotte, Kirschenhofer and Thuswaldner [4] defined GSRS for Hermitian vector spaces. Analyzing the last paper we realized that the CNS concept has a meaningful generalization for Euclidean domains too.

In this paper we will define and investigate a specific canonical number system over imaginary quadratic Euclidean domains. This set has been chosen because by our knowledge this was the best to generalize the theorems
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defined in the original CNS concept and the symmetric CNS concept, see [3]. It is clear that defining the Backward division process, cf. Section 4., it is necessary that the ring over which the polynomials are defined be Euclidean. However this is not sufficient, because we require the uniqueness of the remainder. We show (cf. Section 3) that this happens only if for any \( r \in \mathbb{E} \) with \( N(r) \geq 2 \) there are only finitely many \( x \in \mathbb{E} \) with \( N(x) < N(r) \), i.e. for the ring of integers of the imaginary quadratic fields \( \mathbb{Q}(\sqrt{-d}) \) with \( d = 1, 2, 3, 7, 11 \) (see [8]). In these rings the norm is the square of the usual absolute value of complex numbers. Thus throughout this text we assume that \( \mathbb{E}_d \) denotes one of these rings.

Section 3 defines the canonical digit set and describes its properties over the mentioned Euclidean domains. The next section describes the ECNS concept with some of its properties. In Section 5. we characterize completely the linear ECNS polynomials. The CNS case learns us that similar characterization result cannot be expected for higher degree polynomials. However we were able to do a small step for quadratic polynomials, see Theorem 7. It is not too hard to prove that there exist CNS polynomials of arbitrary degree. In the last section we concentrate to the analogous question for ECNS polynomials. It turned out that ECNS polynomials with rational integer coefficients are closely related to polynomials which admit both CNS and symmetric-CNS properties. Realizing this fact we prove the first sufficient condition for the symmetric-CNS property, which enables us to present for any degree infinitely many ECNS polynomials.

2. Basic concepts

Definition 2.1. Let \( \mathbb{E} \) be an integral domain. The function \( N : \mathbb{E} \mapsto \mathbb{N} \) with the following properties:

- \( N(a) = 0 \) for an \( a \in \mathbb{E} \), if and only if \( a = 0 \).
- if \( a \in \mathbb{E} \) and \( b \in \mathbb{E} \setminus \{0\} \), then there are \( q, r \in \mathbb{E} \) such that \( a = bq + r \)
  and \( N(r) < N(b) \)
  is called Euclidean function.

Definition 2.2. The integral domain \( \mathbb{E} \) is called Euclidean domain if it is endowed with a Euclidean function.
Remark 2.3. In these notes the following notations will be used:

- \( \mathbb{Q} \) field of rational numbers,
- \( \mathbb{Z} \) ring of integers,
- \( \mathbb{Z}_F[\beta] \) algebraic integers of the extension \( F[\beta] \), where \( F \) is a field,
- \( i \) the imaginary unit \( \sqrt{-1} \),
- \( |z| \) complex absolute value: \( |z| := \sqrt{z_1^2 + z_2^2} \), where \( z \in \mathbb{C}, z_1, z_2 \in \mathbb{R}, z = z_1 + z_2i \).

Remark 2.4. It was proved by L.E. Dickson [7] and O. Perron [12], see also Hua [8] (Theorem 15.3), that the ring of integers of an imaginary quadratic number field \( \mathbb{Q}[\sqrt{-d}] \) is Euclidean iff \( d \in \{1, 2, 3, 7, 11\} \). They will be called imaginary quadratic Euclidean domains and will be denoted by \( E_d \). Here the Euclidean function is the absolute value function:

\[
N(z_1 + z_2i) := |z_1 + z_2i|^2 = z_1^2 + z_2^2,
\]
where \( z \in \mathbb{C}, z_1, z_2 \in \mathbb{R}, z = z_1 + z_2i \).

Definition 2.5. Let \( E_d \) be a Euclidean domain. Its canonical integer basis is: \( \{1, \omega\} \), where \( \omega \in E_d \) and

\[
\omega := \begin{cases} 
\sqrt{-d} & \text{if } d \in \{1, 2\}, \\
\frac{1 + \sqrt{-d}}{2} & \text{otherwise}.
\end{cases}
\]

(In the case of \( d = 1 \) for \( \omega \) the imaginary unit \( i \) is used.)

For fixed \( d \), the complex numbers \( 1, \omega \) form a basis of \( \mathbb{C} \), as a two dimensional vector space over \( \mathbb{R} \). Thus all \( z \in \mathbb{C} \) can be uniquely written in the form \( z = e_1 + e_2\omega \) with \( e_1, e_2 \in \mathbb{R} \). This representation will be denoted by \( (e_1, e_2)_d \).

Plainly \( z \in E_d \) if \( e_1, e_2 \in \mathbb{Z} \). Let the functions \( Re_d : \mathbb{C} \mapsto \mathbb{R} \) and \( Im_d : \mathbb{C} \mapsto \mathbb{R} \) be defined as:

\[
Re_d(z) := e_1, \quad Im_d(z) := e_2.
\]

\( Re_d(z) \) and \( Im_d(z) \) are called the Euclidean real and Euclidean imaginary part of \( z \).

Remark 2.6. For all \( z \in \mathbb{C} \),

\[
Im_d(z) = \frac{Im(z)}{Im(\omega)}, \\
Re_d(z) = Re(z) - Im(z) \frac{Re(\omega)}{Im(\omega)}.
\]

Remark 2.7. Let \( E_d \) be a Euclidean domain. The norm of the elements \( z \in E_d \) is calculated as follows:

If \( d \in \{1, 2\} \), \( N(z) = N(e_1 + e_2\sqrt{-d}) = e_1^2 + de_2^2 \), in the other cases \( N(z) = \).
\[ N(e_1 + e_2 \frac{1+\sqrt{-d}}{2}) = e_1^2 + e_1 e_2 + \frac{d+1}{4} e_2^2. \] Thus we get

\[
N(z) = \begin{cases} 
  e_1^2 + e_2^2, & \text{if } d = 1, \\
  e_1^2 + 2e_2^2, & \text{if } d = 2, \\
  e_1^2 + e_1 e_2 + e_2^2, & \text{if } d = 3, \\
  e_1^2 + e_1 e_2 + 2e_2^2, & \text{if } d = 7, \\
  e_1^2 + e_1 e_2 + 3e_2^2, & \text{if } d = 11.
\end{cases}
\]

3. The canonical digit set

Assume that \( a, b \in \mathbb{E}_d \), \( b \neq 0 \). Let \( \mathbb{E}_d^\ast \) be the set of units in \( \mathbb{E}_d \). Let \( q, r \in \mathbb{E}_d \) be such that \( a = bq + r \) and \( N(r) < N(b) \). Then \( a = b(q + \varepsilon) + (r - b\varepsilon) \) and \( a = b(q + \varepsilon \omega) + (r - b\varepsilon \omega) \) hold for any \( \varepsilon \in \mathbb{E}_d^\ast \). It is well known that

\[
\mathbb{E}_d^\ast = \begin{cases} 
  \{\pm 1\}, & \text{if } d = 2, 7, 11; \\
  \{\pm 1, \pm i\}, & \text{if } d = 1; \\
  \{\pm 1, \pm \frac{1+\sqrt{-3}}{2}\}, & \text{if } d = 3.
\end{cases}
\]

In some cases the remainder \( r \) is not uniquely defined, i.e., not only \( N(r) < N(b) \), but also \( N(r - b\varepsilon) < N(b) \) or \( N(r - b\varepsilon \omega) < N(b) \) holds for some \( \varepsilon \in \mathbb{E}_d^\ast \). This problem has already arisen in the case of rational integers, where the uniqueness of the remainder ensures such that the remainder is assumed to be non-negative. As \( \mathbb{E}_d \) is a subset of the complex numbers, different solution has to be chosen. In the next definition we propose canonical digit sets, which depend only on \( b \).

**Definition 3.1.** Let \( \mathbb{E}_d \) be a Euclidean domain and \( 0 \neq b \in \mathbb{E}_d \). The set

\[
\mathbb{D}_{d,b} := \left\{ z \in \mathbb{E}_d \left| |z| < |b| \text{ and } |z + b| \geq |b| \text{ and } -\frac{1}{2} \leq \text{Im}_d \left( \frac{z}{b} \right) < \frac{1}{2} \right\}
\]

be called the (canonical) digit set for \( b \) and \( b \in \mathbb{E}_d \) the base number.

**Remark 3.2.** In the definition of the digit set there are three conditions. The first is to make sure that the norm of the digits are smaller than the norm of the base number. The second is to rule out the numbers which are "negative" in a sense. The last one is to reach a complete residue system.

**Remark 3.3.** The assumptions ensure that if \( b \in \mathbb{Z} \subseteq \mathbb{E}_d \) then \( \{\text{sgn}(b)j \mid j = 0, \ldots, |b| - 1\} \subseteq \mathbb{D}_{d,b} \).

**Remark 3.4.** The equation \( \text{Im}_d \left( \frac{z}{b} \right) = s \) defines a line and \( |z - a| = r \) defines a circle on the complex plane, where \( a \in \mathbb{C} \) is the center of the circle, \( b \in \mathbb{E}_d \) represents the direction vector of the line, \( r \in \mathbb{R} \) is the radius of the circle and \( s \in \mathbb{R} \).
Definition 3.5. For $0 \neq b \in \mathbb{E}_d$ the set
\[
\mathbb{V}_{d,b} := \left\{ z \in \mathbb{E}_d \left| -\frac{1}{2} \leq \text{Im}_d \left( \frac{z}{b} \right) < \frac{1}{2} \right. \right\}
\]
is called the real band.

Theorem 3.6. Let $0 \neq b \in \mathbb{E}_d$. Then the set $\mathbb{D}_{d,b}$ is a complete residue system modulo $b$ containing 0. Moreover for any $a \in \mathbb{E}_d$ there exist $q,r \in \mathbb{E}_d$ such that $a = bq + r$ and $r \in \mathbb{D}_{d,b}$, in particular $N(r) < N(b)$.

Proof. As $a/b \in \mathbb{C}$ there exist $u_1,u_2 \in \mathbb{R}$ such that $\frac{a}{b} = u_1 + u_2\omega$. Write $u_i = q_i + r_i, i = 1,2$ such that $q_1,q_2 \in \mathbb{Z}$ and $-\frac{1}{2} \leq r_i < \frac{1}{2}$ and put $q' = q_1 + q_2\omega, r' = r_1 + r_2\omega$ and $r'' = br'$. Then $a = bq' + r''$ and $q' \in \mathbb{E}_d$, thus $r'' \in \mathbb{E}_d$. Further $\text{Im}_d \left( \frac{q'}{b} \right) = \text{Im}_d(q')$. Thus $-\frac{1}{2} \leq \text{Im}_d \left( \frac{q'}{b} \right) < \frac{1}{2}$.

Further $N(r'') = N(b)N(r')$, and by Remark 2.7 $N(r') \leq \frac{3}{4}$, if $d \leq 3$ and $N(r') \leq \frac{5}{4}$ in the remaining two cases. If $N(r') < 1$, then we have also the inequality $N(r'') < N(b)$. Assume that $N(r') \geq 1$, which can happen only if $d = 7,11$ and $r_1r_2 > 0$. Then redefine $r'' = b(r' + (-1)^{\lfloor \frac{d}{2} \rfloor})$. Plainly we have $r'' \in \mathbb{E}_d$ such that $N(r'') < N(b)$ and $-\frac{1}{2} \leq \text{Im}_d \left( \frac{r''}{b} \right) < \frac{1}{2}$ hold.

Finally consider the sequence $r'' + mb, m = 0,1,\ldots$. As the function $f(x) = N(r'' + xb)$ tends to infinity with $x \to \infty$ and $f(0) < N(b)$ there exists an $x_0 > 0$ such that $f(x_0) = N(b)$. Taking $m = \lfloor x_0 \rfloor$ we get $f(r'' + mb) < b$ and $f(r'' + (m + 1)b) \geq b$. Putting $r = r'' + mb$ and $q = (a - r)/b$ we get $a = bq + r, q, r \in \mathbb{E}_d$ and $r \in \mathbb{D}_{d,b}$. As $a$ was arbitrary $\mathbb{D}_{d,b}$ includes a complete residue system modulo $b$.

It remains to prove that the elements of $\mathbb{D}_{d,b}$ are incongruent modulo $b$. Assume that $a \in \mathbb{D}_{d,b}$ and $e := (e_1, e_2) \in \mathbb{E}_d \setminus \{0\}$ such that $a + eb \in \mathbb{D}_{d,b}$ holds too. Then both inequalities
\[
-\frac{1}{2} \leq \text{Im}_d \frac{a}{b}, \quad -\frac{1}{2} \leq \text{Im}_d \frac{a + eb}{b} < \frac{1}{2}
\]
hold. On the other hand $\text{Im}_d \frac{a + eb}{b} = \text{Im}_d \frac{a}{b} + e_2$, where $e_2$ is an integer. Thus both inequalities can hold only if $e_2 = 0$.

If $e_2 = 0$ then $eb = e_1b$ with an integer $e_1$. Assume that $e_1 \neq 0$. If $|e_1| \geq 2$ then using $|a| < |b|$ we obtain $|a + e_1b| \geq |e_1b| - |a| > 2|b| - |b| \geq |b|$, which contradicts $a + e_1b \in \mathbb{D}_{d,b}$. Hence $e_1 = \pm 1$.

If $e_1 = -1$ then as $a - b \in \mathbb{D}_{d,b}$ we get $|a| = |(a - b) + b| \geq |b|$, which contradicts $a \in \mathbb{D}_{d,b}$. Finally if $e_1 = 1$ then as $a + b \in \mathbb{D}_{d,b}$ we have $|a + b| < |b|$, which again contradicts $a \in \mathbb{D}_{d,b}$. The proof is completed. \[\square\]
Let \( a, b \in \mathbb{E}_d \) with \( b \neq 0 \). There exist by Theorem 3.6 uniquely defined \( q \in \mathbb{E}_d \) and \( r \in \mathbb{D}_{d,b} \) such that \( a = bq + r \). In the sequel we will use the notation \( q = \lfloor \frac{a}{b} \rfloor \).

**Definition 3.7.** Let \( \mathbb{D}_{d,b} \) be a canonical digit set. Let’s define the followings for this digit set:

- **line distance:** \( l := Im(\omega)|b| \).
- **corner offset:** \( o := |b| - \sqrt{|b|^2 - \left( \frac{1}{2} \right)^2} \).
- **maximum distance between digits:** \( m := \sqrt{|b|^2 + l^2} \).
**Remark 3.8.** Let \( \mathbb{E}_d \) be a Euclidean domain, and let \( b \in \mathbb{E}_d \) be the base of the digit set \( \mathbb{D}_{d,b} \).

<table>
<thead>
<tr>
<th>( d )</th>
<th>Corner offset (o)</th>
<th>Line distance (l)</th>
<th>Maximum distance between digits (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(</td>
<td>b</td>
<td>\left( 1 - \frac{\sqrt{3}}{2} \right) )</td>
</tr>
<tr>
<td>2</td>
<td>(</td>
<td>b</td>
<td>\left( 1 - \frac{\sqrt{2}}{2} \right) )</td>
</tr>
<tr>
<td>3</td>
<td>(</td>
<td>b</td>
<td>\left( 1 - \frac{\sqrt{13}}{4} \right) )</td>
</tr>
<tr>
<td>7</td>
<td>(</td>
<td>b</td>
<td>\frac{1}{2} )</td>
</tr>
<tr>
<td>11</td>
<td>(</td>
<td>b</td>
<td>\left( 1 - \frac{\sqrt{5}}{4} \right) )</td>
</tr>
</tbody>
</table>

**Lemma 3.9.** Let \( a, b \in \mathbb{E}_d, b \neq 0 \). If \( |a| < \frac{fm(\omega)|b|}{2} \), then \( a \in \mathbb{V}_{d,b} \).
Proof. The assumption $|a| < \frac{\Im(\omega)|b|}{2}$ implies $\frac{3}{2} < \frac{\Im(\omega)}{2}$. As $|z| \geq |\Im(z)|$ we get $|\frac{a}{b}| < \frac{1}{2}$, i.e. $a \in \mathbb{V}_{d,b}$. □

Lemma 3.10. Let $a, b \in \mathbb{E}_d$ with $N(b) \geq 2$. If $|a| < \frac{1}{2}$ and $q = \lfloor \frac{a}{b} \rfloor$ then $q = 0, -1$.

Proof. Let $a = bq + r$ with $q \in \mathbb{E}_d$ and $r \in \mathbb{D}_{d,b}$. Then

$$\Im_d(q) = \Im_d\left(\frac{a}{b}\right) + \Im_d\left(\frac{-r}{b}\right).$$

By the assumption on $a$ and as $r \in \mathbb{D}_{d,b}$ we get

$$|\Im_d(q)| < \frac{1}{2} + \frac{1}{2} = 1,$$

i.e. $q \in \mathbb{Z}$. Further we have

$$|bq| \leq |a| + |r| < \frac{\Im(\omega)|b|}{2} + |b|.$$

Dividing by $|b|$ we obtain $|q| < \frac{3}{2}$, thus $q \in \{0, \pm 1\}$. If $q = 1$ then $a = b + r$. The assumption $r \in \mathbb{D}_{d,b}$ implies $|a| = |b + r| \geq |b|$, which contradicts the assumption on $a$. □

Lemma 3.11. If $z \in \mathbb{V}_{d,b}$ and $a \in \mathbb{Z}$, then $z + a \cdot b \in \mathbb{V}_{d,b}$.

Proof. We have

$$\Im_d\left(\frac{z + ab}{b}\right) = \Im_d\left(\frac{z}{b}\right) + \Im_d(a) = \Im_d\left(\frac{z}{b}\right),$$

which proves the assertion. □

4. ECNS polynomials over imaginary quadratic Euclidean domains

In this section definitions and theorems will be about the CNS concept which needs only an imaginary quadratic Euclidean domain, a canonical digit set and a floor function over its quotient field. The digit set and the floor function are sufficient for an unambiguous definition of a number system over the Euclidean domain.

Definition 4.1. Let $\mathbb{E}_d$ be an imaginary quadratic Euclidean domain with a Euclidean function $N$, let $P(x) = x^n + p_{n-1}x^{n-1} + \cdots + p_0 \in \mathbb{E}_d[x]$ be a monic polynomial over $\mathbb{E}_d$ such that $N(p_0) \geq 2$, and let $\mathbb{D}_{d,p_0} \subset \mathbb{E}_d$ be the canonical digit set. The factor ring $\mathbb{E}_d[x]/\mathbb{E}_d[x]P(x)$ can be represented by polynomials over $\mathbb{E}_d$ of degree at most $n - 1$. This set is denoted by $\mathbb{E}_d^{n-1}[x]$. If for an $a(x) \in \mathbb{D}_{d,p_0}[x]$ there exists $A(x) \in \mathbb{E}_d^{n-1}[x]$ such that

$$A(x) \equiv a(x) \pmod{P(x)},$$

then $A(x) \in \mathbb{E}_d^{n-1}[x]$. □
then $A(x)$ has a **canonical expansion**. If all $A(x) \in \mathbb{E}_d^{n-1}[x]$ have canonical expansion, then the polynomial $P(x) \in \mathbb{E}_d[x]$ is called **ECNS polynomial**.

**Remark 4.2.** If $K$ is a set we denote by $K[x]$ the set of polynomials with coefficients belonging to $K$.

**Definition 4.3.** Let the **length** of a polynomial $A = \sum_{i=0}^{n} a_i x^i$ be $l(A) := \sum_{i=0}^{n} |a_i|$.

Let $\mathbb{K}_d$ denote the quotient field of $\mathbb{E}_d$. With irreducible ECNS polynomials numeration systems can be defined in $\mathbb{E}_d$ and in some of its extensions. Indeed, let $P(x)$ be an irreducible ECNS polynomial over $\mathbb{E}_d$ and let $\gamma$ denote one of its zeroes. Then $\mathbb{K}_d[x]/P(x)\mathbb{K}_d[x]$ is isomorphic to the field $\mathbb{K}_d(\gamma)$. Moreover $\mathbb{E}_d[x]/P(x)\mathbb{E}_d[x]$ is isomorphic to the ring $\mathbb{E}_d[\gamma]$. Thus every element $0 \neq \beta \in \mathbb{E}_d[\gamma]$ can be written uniquely in the form

$$
\beta = \sum_{j=0}^{h} b_j \gamma^j, \quad b_j \in \mathbb{D}_{d,p}, b_h \neq 0.
$$

**Remark 4.4.** The polynomial $P(x) = x + g, 0 \neq g \in \mathbb{E}_d$ is obviously irreducible. This implies that $g$ with the digit set $\mathbb{D}_{d,g}$ defines a numeration system in $\mathbb{E}_d$ if and only if $x + g$ is a ECNS polynomial.

**Definition 4.5.** Let $P(x) = x^n + p_{n-1}x^{n-1} + \cdots + p_0 \in \mathbb{E}_d^n[x]$ be such that $N(p_0) \geq 2$. Let the mapping $T_P : \mathbb{E}_d^{n-1}[x] \mapsto \mathbb{E}_d^{n-1}[x]$ be defined as follows: for $A(x) = a_{n-1}x^{n-1} + \cdots + a_0 \in \mathbb{E}_d^{n-1}[x]$ let

$$
T_P(A) = \frac{A - qP - r}{x},
$$

where $q = \left\lfloor \frac{a_0}{p_0} \right\rfloor$ and $r = a_0 - qP_0 \in \mathbb{D}_{d,p_0}$. The mapping $T_P$ is called **Backward division**.

The mapping backward division can be iterated, which means

$$
T_P^k(A) = \begin{cases} 
A, & \text{if } k = 0; \\
T_P(T_P^{k-1}(A)), & \text{if } k > 0.
\end{cases}
$$

Let $q_k \in \mathbb{E}_d$ and $r_k \in \mathbb{D}_{d,p_0}$ be defined by the equation

$$
T_P^{k+1}(A) = \frac{T_P^k(A) - q_kP - r_k}{x},
$$

where $a_0^{(k)} = T_P^k(A)|_{x=0}, q_k = \left\lfloor \frac{a_0^{(k)}}{p_0} \right\rfloor$ and $r_k = a_0^{(k)} - q_kp_0, k \in \mathbb{N}$. Let $A_k := T_P^k(A)$. 
The orbit of \( T_P \) starting with \( A \) will be denoted as follows:
\[
A \overset{(q_1,r_1)}{\rightarrow} A_1 \overset{(q_2,r_2)}{\rightarrow} A_2 \overset{(q_3,r_3)}{\rightarrow} A_3 \ldots,
\]
if it is not necessary to know the multipliers, it will simply be denoted:
\[
A \overset{\alpha}{\Rightarrow} A_1 \overset{\beta}{\Rightarrow} A_2 \overset{\gamma}{\Rightarrow} A_3 \ldots,
\]
or if it is not necessary to know even the remainders, it will simply be denoted:
\[
A \Rightarrow A_1 \Rightarrow A_2 \Rightarrow A_3 \ldots.
\]
If for \( A,B \in \mathbb{E}_{d-1}[x] \) there exists \( k \in \mathbb{N} \) such that \( T_k^P(A) = B \) then we write:
\[
A \overset{k}{\Rightarrow} B.
\]

Plainly the orbits of \( T_P \) are either ultimately periodic or consist of infinitely many pairwise different elements and both cases may occur. Moreover in the first case the orbit is ultimately 0 or not. One of the basis aim of the investigations on CNS polynomials is the distinction between these possibilities.

**Theorem 4.6.** \( P(x) \in \mathbb{E}_d^n[x] \) is a ECNS polynomial if and only if for all \( A(x) \in \mathbb{E}_{d-1}^n[x] \)
\[
A \overset{*}{\Rightarrow} 0.
\]

**Proof.** This theorem is a direct consequence of Definitions 4.1 and 4.5. \( \Box \)

**Theorem 4.7.** Let \( P(x) := p_0 + p_1 x + \cdots + p_n x^n + p_{n+1} x^{n+1} \in \mathbb{E}_d^{n+1}[x] \) be such that \( p_{n+1} = 1, N(p_0) \geq 2 \). Assume that the orbit of \( T_P \) starting with \( A(x) := a_0 + a_1 x + \cdots + a_n x^n \in \mathbb{E}_d^n[x] \) is periodic of length \( l > n \)
\[
A = A_0 \overset{(q_0,r_0)}{\rightarrow} A_1 \overset{(q_1,r_1)}{\rightarrow} A_2 \overset{(q_2,r_2)}{\rightarrow} A_3 \ldots \overset{(q_{l-2},r_{l-2})}{\rightarrow} A_{l-1} \overset{(q_{l-1},r_{l-1})}{\rightarrow} A.
\]

Then
\[
- \sum_{m=0}^{n+1} q_{l+h-m} p_m \in \mathbb{D}_{d,p_0}
\]
holds for \( h = 0, 1, \ldots, l - 1 \).

**Proof.** Let \( A_h(x) = \sum_{j=0}^{\infty} a_j^{(h)} x^j \), where \( a_j^{(h)} = 0 \) for all \( h \geq 0 \) and \( j > n \). Similarly we write \( P(x) = \sum_{j=0}^{\infty} p_j x^j \) with \( p_j = 0 \) for \( j > n + 1 \). With these notation we have
\[
a_j^{(h)} = a_j^{(0)} - \sum_{k=0}^{h-1} q_k p_{j+h-k}.
\]
Indeed, the claim is true for $h = 0$ because the empty sum is 0. Assume that it is true for a $h \geq 0$. Then

$$A_{h+1} = T_P(A_h) = \frac{A_h - q_h P - r_h}{x}.$$

Comparing the coefficients and using the induction hypothesis we get

$$a_{j}^{(h+1)} = a_{j+1}^{(h)} - q_h p_{j+1} = a_{j}^{(0)} - \sum_{k=0}^{h-1} q_k p_{j+1+h-k} = a_{j}^{(0)} - \sum_{k=0}^{h} q_k p_{j+1+h-k},$$

which proves the claim.

Consider equation (4.1) for $j = 0$ and $h = l, \ldots, 2l-1$. By the assumption $A_h(x) = A_{h+l}(x), h = 0, \ldots, l - 1$, especially $a_0^{(h+l)} = a_0^{(h)}, h = 0, \ldots, l - 1$. Thus

$$q_{l+h} = \left[\frac{a_0^{(h+l)}}{p_0}\right] = \frac{a_0^{(h)}}{p_0} = q_h.$$

As $l > n$ we have $a_0^{(h)} = 0$ for $h \geq 0$. Summarizing (4.1) leads to

$$a_0^{(h)} = a_0^{(l+h)} = -\sum_{k=0}^{l+h-1} q_k p_{l+h-k}, \ h = 0, \ldots, l - 1.$$

By the construction $a_0^{(l+h)} - q_l p_0 = r_{l+h} \in D_{d,p_0}$, hence

$$-\sum_{k=0}^{l+h} q_k p_{l+h-k} \in D_{d,p_0}, \ h = 0, \ldots, l - 1.$$

Replacing the summation variable $k$ by $m = l + h - k$ and taking into account that $p_m = 0$ for $m > n + 1$ we obtain

$$-\sum_{m=0}^{n+1} q_{l+h-m} p_m \in D_{d,p_0}, \ h = 0, \ldots, l - 1,$$

as we stated. □

**Remark 4.8.** If we apply Theorem 4.7 with length 1, we get the following restriction for the coefficients of a ECNS polynomial:

$$-q \sum_{m=0}^{n+1} p_m \not\in D_{d,p_0},$$

where $q = \frac{a}{p_0}$, for all $a \in \mathbb{E}_d \setminus \{0\}$. 
Remark 4.9. The assumption $l > n$ in Theorem 4.7 is not a serious restriction because any positive integer multiple of a period length is again a period length.

5. Linear ECNS polynomials over imaginary quadratic Euclidean domains

Investigating the linear case, Theorem 5.5 below shows that the ECNS property of linear polynomials is easily decidable over imaginary quadratic Euclidean domains.

In this section we will often refer to the real band $V_{d,p}$, which will be called, for simplicity, band.

Lemma 5.1. Let $P(x) := x + p$ be over $E_d$ with $N(p) \geq 2$. If the line distance $l = \text{Im}(\omega)|p|$ is greater than 2, a necessary condition for the ECNS property is $1 \in D_{d,p}$.

Proof. Assume that $1 \not\in D_{d,p}$.
The assumption $l > 2$ and Lemma 3.9 mean that $V_{d,p}$ includes the closed unit disc, thus $1 \in V_{d,p}$. Lemma 3.10, $|p| > 1$ and $1 \not\in D_{d,p}$ mean that $\lfloor \frac{1}{|p|} \rfloor = 1$, so

$$1 \nRightarrow 1,$$

which is a cycle, thus $P$ cannot be a ECNS polynomial. $\square$

Remark 5.2. It is easy to check that $1 \in D_{d,p}$ is equivalent to $\Re(p) \geq -1/2$ except when

$$p = \left\{ \begin{array}{ll}
1 - i, -2i & : d = 1 \\
-\sqrt{-2} & : d = 2 \\
\pm\sqrt{-3}, 1 - \sqrt{-3} & : d = 3 \\
\pm\frac{1+\sqrt{-7}}{2} & : d = 7.
\end{array} \right.$$  

Lemma 5.3. Let $P(x) := x + p$ be over $E_d$ with $N(p) \geq 2$. To decide the ECNS property those and only those polynomials have to be investigated, where

$$A(x) := a \text{ with } a \in E_d \text{ and }$$

$$|a| \leq \sqrt{\frac{|p| + 1}{|p| - 1}}.$$

Proof. Let $A \in E_d[x]$. Consider the orbit of $T_P$, which starts at $A$. If $l(T_P(A)) < l(A)$ then iterate $T_P$. As $l(A)$ is a non-negative integer we have
to reach an element $B$ of the orbit such that $l(T_P(B)) \geq l(B)$. We may assume without loss of generality that this happens already at the beginning, i.e. with $A$. The length of $T_P(A)$ is

$$l(T_P(A)) = |q| = \frac{|a - r|}{|p|} \leq \frac{|a| + |r|}{|p|}.$$  

Thus $l(A) \leq l(T_P(A))$ implies

$$|a| \leq \frac{|a| + |r|}{|p|},$$

which leads to

$$|a| \leq \sqrt{\frac{|p| + 1}{|p| - 1}},$$

since $N(r) < N(p)$, that is $|r|^2 \leq |p|^2 - 1$. □

**Theorem 5.4.** Let $P(x) := x + p$ be a linear polynomial over $\mathbb{E}_d$ with $N(p) \geq 2$. If $\Im(\omega)|p| = l > 2\sqrt{\frac{|p| + 1}{|p| - 1}}$, a sufficient and necessary condition for the ECNS property is $1 \in \mathbb{D}_{d,p}$.

**Proof.** From Lemma 5.3, those and only those constant polynomials $a$ have to be investigated for the ECNS property, where $|a| \leq \sqrt{\frac{|p| + 1}{|p| - 1}}$.

Since $\frac{l}{2} > \sqrt{\frac{|p| + 1}{|p| - 1}}$, we have $q = \left\lfloor \frac{a}{p} \right\rfloor \in \{0, -1\}$ by Lemma 3.10, thus all orbits of $T_P$ terminate either at 0 or at $-1$. If $1 \in \mathbb{D}_{d,p}$ then $P$ is a ECNS polynomial, and since $l > 2$ is also satisfied, from Lemma 5.1, this is not just sufficient but necessary condition as well. □

**Theorem 5.5.** Let $P(x) := x + p$ be a linear polynomial over $\mathbb{E}_d$ and $N(p) \geq 2$. $P(x)$ is a ECNS polynomial if and only if $1 \in \mathbb{D}_{d,p}$ or $p \in \{1 - i, -2i, -\sqrt{-2}, -\sqrt{-3}, -\sqrt{-3}, 1 - \sqrt{-3}, \frac{1 - \sqrt{-7}}{2}, \frac{-1 - \sqrt{-7}}{2}\}$.

**Proof.** By Lemma 5.3 it is enough to check the representability only those constant polynomials $A(x) = a$ with

$$|a| \leq \sqrt{\frac{|p| + 1}{|p| - 1}},$$

which implies

$$N(a) \leq \frac{|p| + 1}{|p| - 1} = 1 + \frac{2}{|p| - 1} = 1 + \frac{2}{\sqrt{N(p) - 1}}.$$  

Table 1 presents the possible values of $N(a)$ for each $N(p)$.

The necessary constant polynomials for the case $2 \leq N(p)$ will be investigated. By Theorem 5.4 if $\frac{l}{2} > \sqrt{\frac{|p| + 1}{|p| - 1}}$, a sufficient and necessary condition
for the ECNS property is 1 ∈ \( \mathbb{D}_{d,p} \). Thus it is enough to check the case 

\[
\frac{l^2}{4} \leq 1 + \frac{2}{|p| - 1}.
\]

\[
(l^2 - 4)(|p| - 1) \leq 8,
\]

\[
|p| \leq \frac{l^2 + 4}{l^2 - 4},
\]

\[
|p| \leq \frac{(Im(\omega)|p|)^2 + 4}{(Im(\omega)|p|)^2 - 4},
\]

\[
Im(\omega)^2|p|^3 - Im(\omega)^2|p|^2 - 4|p| - 4 \leq 0,
\]

\[
Im(\omega)^2\sqrt{N(p)^3} - Im(\omega)^2\sqrt{N(p)^2} - 4\sqrt{N(p)} - 4 \leq 0.
\]

The cubic polynomial in \( \sqrt{N(p)} \) staying on the left hand side of the last inequality has exactly one positive real root. The possible values of \( N(p) \) lie between zero and this root. We present these in Table 2.

<table>
<thead>
<tr>
<th>( d )</th>
<th>( N(p) &lt; )</th>
<th>( N(p) \in )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8.2664</td>
<td>{2, 3, 4, 5, 6, 7, 8}</td>
</tr>
<tr>
<td>2</td>
<td>5.1508</td>
<td>{2, 3, 4, 5}</td>
</tr>
<tr>
<td>3</td>
<td>10.1968</td>
<td>{2, 3, 4, 5, 6, 7, 8, 9, 10}</td>
</tr>
<tr>
<td>7</td>
<td>5.6206</td>
<td>{2, 3, 4, 5}</td>
</tr>
<tr>
<td>11</td>
<td>4.2163</td>
<td>{2, 3, 4}</td>
</tr>
</tbody>
</table>

Table 2

For each triplets \((d, p, a)\) with \( d \in \{1, 2, 3, 7, 11\}, \ p, a \in \mathbb{E}_d \) such that \( N(p) \) and \( N(a) \) satisfy the conditions of Table 2 and Table 1 respectively we checked the representability of \( a \). To summarize, if \( 1 \in \mathbb{D}_{d,p} \) then \( x + p \) is
CNS OVER IMAGINARY QUADRATIC EUCLIDEAN DOMAINS

6. Quadratic ECNS polynomials over imaginary quadratic Euclidean domains

The characterization of quadratic ECNS polynomials seems to be much more difficult than the characterization of the linear ones. In the present section this problem will be investigated. The first theorem is to decrease the possible quadratic CNS polynomials to a finite set for a fixed constant term \( p_0 \).

**Theorem 6.1.** Let \( P(x) := x^2 + p_1 x + p_0 \) be a quadratic polynomial over \( \mathbb{E}_d \). If \( P(x) \) is a ECNS polynomial then it is expanding.

**Proof.** \( \mathbb{E}_d[x]/P(x)\mathbb{E}_d[x] \) is isomorphic to the ring \( \mathbb{E}[[\gamma]] \), where \( P(\gamma) = 0 \). This is true for both roots of the polynomial \( P(x) \). If the norm of one of these is less than 1, then the representation of the elements \( 0 \neq \beta \in \mathbb{E}[\gamma] \) is bounded, so this cannot represent all elements \( \beta \):

\[
|\beta| = \left| \sum_{j=0}^{h} b_j \gamma^j \right| \leq \sum_{j=0}^{h} |b_j| |\gamma|^j \leq |p_0| \sum_{j=0}^{h} |\gamma|^j \leq |p_0| \lim_{h \to \infty} \sum_{j=0}^{h} |\gamma|^j = |p_0| \frac{1}{1 - |\gamma|} \quad \text{(if } |\gamma| < 1\text{)}.
\]

The case when \( |\gamma| = 1 \) has been proved by the first author in [13]. \( \square \)

**Theorem 6.2.** Let \( P(x) := x^2 + p_1 x + p_0 \) be a quadratic polynomial over \( \mathbb{E}_d \), \( N(p_0) \geq 2 \). It is expanding, if

\[
\frac{|\bar{p}_1 - \bar{p}_0 p_1|}{|p_0|^2 - 1} < 1,
\]

where \( \bar{x} \) is the complex conjugate of \( x \).

**Proof.** This result comes from the Lehmer-Schur [11] algorithm. Let \( P^*(x) = \bar{p}_0 x^2 + \bar{p}_1 x + 1 \), and

\[
g(x) = \bar{p}_0 P(x) - P^*(x) = (\bar{p}_0 p_1 - \bar{p}_1) x + \bar{p}_0 p_0 - 1.
\]

The root of \( g(x) \) is:

\[
x_0 = \frac{1 - \bar{p}_0 p_0}{\bar{p}_0 p_1 - \bar{p}_1}.
\]

Thus \( P(x) \) is expanding iff \( |x_0| > 1 \), i.e.

\[
1 < |x_0| = \frac{|1 - \bar{p}_0 p_0|}{|\bar{p}_0 p_1 - \bar{p}_1|} = \frac{|p_0|^2 - 1}{|\bar{p}_1 - \bar{p}_0 p_1|} = \frac{|p_0|^2 - 1}{|\bar{p}_1 - \bar{p}_0 p_1|}.
\]
Remark 6.3.
For a fixed $p_0$ the inequality of Theorem 6.2 determines a finite set of $p_1$. We have
\[
\frac{|\bar{p}_1 - \bar{p}_0 p_1|}{|p_0|^2 - 1} \geq \frac{|p_0| |p_1| - |p_1|}{|p_0|^2 - 1} = \frac{|p_1|}{|p_0| + 1}.
\]
Hence if $|p_1| \leq |p_0| + 1$, then the inequality of Theorem 6.2 follows.

Theorem 6.4. Let $P(x) := x^2 + p_1 x + p_0$ be a quadratic polynomial over $\mathbb{E}_d$, $N(p_0) \geq 2$. If
\[
|p_1| \leq \left(1 - \frac{1}{\sqrt{2}}\right) |p_0| - 1,
\]
then the orbits of $T_P$ are periodic for all $A \in \mathbb{E}_d[x]$. Moreover there are only four possible periods, the trivial $\{0\}$ cycle and the following ones:
\[
x + (p_1 + 1) \left(\frac{-1, r_0}{p}\right) x + (p_1 + 1), \quad r_0 \in \mathbb{D}_{d,p_0},
\]
\[
1 \left(\frac{-1, r_0}{p}\right) x + p_1 \left(\frac{0, r_1}{p}\right) 1, \quad r_0, r_1 \in \mathbb{D}_{d,p_0},
\]
\[
1 \left(\frac{-1, r_0}{p}\right) x + p_1 \left(\frac{-1, r_1}{p}\right) x + (p_1 + 1) \left(\frac{0, r_2}{p}\right) 1, \quad r_0, r_1, r_2 \in \mathbb{D}_{d,p_0}.
\]

Proof. Assume that $A(x) = a_1 x + a_0 \in \mathbb{E}_d[x]$ with $T_P$ leads to a period of length $n \geq 2$. Then by Theorem 4.7 the inclusions
\[
-q_{j-2} - p_1 q_{j-1} - p_0 q_j \in \mathbb{D}_{d,p_0}
\]
hold for $j = 0, 1, \ldots, n - 1$, where we used $q_{-2} = q_{n-2}$ and $q_{-1} = q_{n-1}$. For a fixed $p_0$ these conditions can be transformed to a restriction for the linear term $p_1$. In fact if $q_j \neq 0$ then
\[
p_1 \in \mathbb{D}_{d,p_0} + p_0 q_k + q_i \left(\frac{-q_i}{p_0}\right),
\]
and this is a conformal mapping of the digit set. If $q_j = 0$, then
\[
q_k = \left|\frac{-q_i}{p_0}\right|,
\]
which is a restriction for the position of $p_0$.

Let's check $p_1$'s minimal absolute value in the intersection of the sets $\mathbb{D}_{d,p_0} + p_0 q_k + q_i \left(\frac{-q_i}{p_0}\right)$. If the cycle does not contain 0 multiplier, let $h$ be the index of the multiplier which has maximal absolute value: $|q_h| \geq |q_i|, i \in$
\[ \{0, 1, \ldots, n - 1\}. \]

\[
\min |p_1| = \min \left\{ |t| : t \in \mathbb{D}_{d,p_0} + p_0 q_k + q_i \right\}
\geq \min \left\{ |t| : t \in \mathbb{D}_{d,p_0} + p_0 q_h + q_n - q_j \right\}
= \min \left\{ \frac{|t + p_0 q_h + q_n - q_j|}{|q_{h-1}|} : t \in \mathbb{D}_{d,p_0} \right\}
\geq \min \left\{ \frac{|p_0||q_h| - |q_n - q_j| - |t|}{|q_{h-1}|} : t \in \mathbb{D}_{d,p_0} \right\}
> \frac{|p_0||q_h| - |q_n - q_j| - |p_0|}{|q_{h-1}|}
\geq \frac{|p_0||q_h| - |q_n| - |p_0|}{|q_h|}
= \left( 1 - \frac{1}{|q_h|} \right) |p_0| - 1.
\]

This value increases, if \(|q_h|\) increases. If the period does not contain 0 and contains at least one element with absolute value greater than one then the smallest value of \(|q_h|\) is \(\sqrt{2}\), which implies
\[
|p_1| > \left( 1 - \frac{1}{\sqrt{2}} \right) |p_0| - 1.
\]

If the period contains a 0 multiplier, the above inequality holds, except when \(q_{h-1} = 0\). In such a case we have
\[
q_h = \left\lfloor -\frac{q_n - q_j}{p_0} \right\rfloor,
\]

thus \(|q_h||p_0| = | - q_n - q_j| < |q_n - q_j| + |p_0|\). As \(|q_n - q_j| \leq |q_h|\) we get
\[
\frac{|q_h|}{|q_h| - 1} > |p_0|.
\]

The expression \(\frac{|q_h|}{|q_h| - 1}\) decreases if \(|q_h|\) increases. The lowest possible value of it is \(|q_h| = \sqrt{2}\), whence
\[
\sqrt{12} > \frac{\sqrt{2}}{\sqrt{2} - 1} > |p_0|.
\]

If \(|p_0| < \sqrt{12}\), then the disc \(|p_1| \leq \left( 1 - \frac{1}{\sqrt{2}} \right) |p_0| - 1 \leq \left( 1 - \frac{1}{\sqrt{2}} \right) \sqrt{11} - 1 \approx -0.02858\) has no element. With our assumption the expression \(\frac{|q_h|}{|q_h| - 1} > |p_0|\) has no solution, so there is no period with \(q_{h-1} = 0\).

So the periods in this region can contain elements only with absolute value 0 or 1.

Let’s check the conditions \(p_1 \in \mathbb{D}_{d,p_0} + p_0 q_k + q_i\) and \(q_k = \left\lfloor -\frac{q_i}{p_0} \right\rfloor (q_j = 0)\) again.
If $|q_j| = 1$, then $q_k \in \{0, -1\}$, because in every other cases the minimum absolute value of $p_1$ will be outside the examined region:

(If $|q_k| = 1$, but $q_k \neq -1$)

From Theorem 3.10 elements of the set $\mathbb{D}_{d,p_0} + p_0q_k$ have absolute value greater than $\frac{l}{2}$, and in every Euclidean domain $\frac{l}{2} \geq \left(1 - \frac{1}{\sqrt{2}}\right)|p_0|$. 

$$\min |p_1| = \min \left\{|t| : t \in \mathbb{D}_{d,p_0} + p_0q_k + q_i - q_m\right\} \geq \min \left\{|t| : t \in \mathbb{D}_{d,p_0} + p_0q_k + q_i - q_j\right\} \geq \min \{|t + p_0q_k - q_i| : t \in \mathbb{D}_{d,p_0}\} \geq \min \{|t + p_0q_k - 1| : t \in \mathbb{D}_{d,p_0}\} \geq \left(1 - \frac{1}{\sqrt{2}}\right)|p_0| - 1.

If $|q_j| = 0$, then $q_k = -1$, because $q_k = \left[\frac{-p_0}{p_0}\right]$, $q_i$ is a unit or zero, so in every Euclidean domain, for every canonical digit set $\left[\frac{-p_0}{p_0}\right] \in \{-1, 0\}$ (Theorem 3.10), but zero is not possible, because then two 0-s are there next to each other, which means $p_0q_k \in \mathbb{D}_{d,p_0}$ and this is impossible.

If three equal values are next to each other in a cycle, then the whole period is constructed, because every multiplier is uniquely determined by the previous two values. So the periods with multipliers $(-1), (0, -1), (0, -1, -1)$ are the only possible periods in the examined region, these will be the witnesses for the ECNS property.

\[\square\]

7. Infinite sequences of CNS polynomials

Polynomials with rational integer coefficients can be considered also elements of $\mathbb{E}_d[x]$. In this section we prove a necessary and sufficient condition under which such a polynomial is ECNS. The second aim is to prove a simple sufficient condition in terms of the coefficient. The later result implies that there exist for any degree infinitely many ECNS polynomials.

To formulate our results we need some preparation. Let $P(x) \in \mathbb{Z}[x]$ with $P(0) = p_0$ and $I = \left[-\left[\frac{|p_0| - 1}{2}\right], |p_0| - 1 - \left[\frac{|p_0| - 1}{2}\right]\right] \cap \mathbb{Z}$. Akiyama and Scheicher [3] called $P(x)$ symmetric-CNS if for any $A(x) \in \mathbb{Z}[x]$ there exists $a(x) \in I[x]$ such that $A(x) \equiv a(x) \pmod{P}$.

**Theorem 7.1.** Let $P(x) \in \mathbb{Z}[x]$ with $p_0 > 0$. If $P(x)$ is a CNS and symmetric-CNS in $\mathbb{Z}[x]$ then it is ECNS in $\mathbb{E}_d[x]$. The conversion is true if $d = 1, 2$. 
Proof. Assume first that \( P(x) \) is a CNS and symmetric-CNS in \( \mathbb{Z}[x] \). Let \( A(x) \in \mathbb{E}_d[x] \). There exist \( A_1(x), A_2(x) \in \mathbb{Z}[x] \) such that \( A(x) = A_1(x) + \omega A_2(x) \). As \( P(x) \) is a symmetric-CNS there exist \( a_2(x) \in I[x], q_2(x) \in \mathbb{Z}[x] \) such that \( A_2(x) = a_2(x) + q_2(x)P(x) \). Let
\[
a_2(x) = \sum_{j=0}^{m_2} a_{2j}x^j.
\]
Assume that the first \( j \geq -1 \) coefficients of \( A_1(x) + \omega a_2(x) \) belong to \( \mathbb{D}_{d,p_0} \).

This is obviously true for \( j = -1 \) because the coefficient of our polynomial with index \(-1\) is zero, which belongs to \( \mathbb{D}_{d,p_0} \). Let its \( j + 1 \)-th coefficient be \( \beta = A_{1,j+1} + \omega a_{2,j+1} \). There exists by Theorem 3.1 a \( \beta_1 \in \mathbb{D}_{d,p_0} \) such that \( \beta_1 \equiv \beta \pmod{p_0} \). We have \( \beta_1 - \beta \in \mathbb{Z} \) because \( a_{2,j+1} \in I \) and \( p_0 \in \mathbb{Z} \). Thus \( (\beta_1 - \beta)/p_0 \in \mathbb{Z} \). Denote it by \( q \) and set \( A(x) \leftarrow A(x) + qP(x)x^{j+1} \). This transformation does not affect \( a_2(x) \), but the first \( j + 1 \) coefficients of \( A(x) \) belong to \( \mathbb{D}_{d,p_0} \).

Performing the transformation of the last paragraph \( m_2 + 1 \)-times we obtain a polynomial \( a_1^{(1)}(x) + a_1^{(2)}(x)x^{m_2+1} + \omega a_2(x) \equiv A(x) \pmod{P(x)} \) such that \( a_1^{(1)}(x) + \omega a_2(x) \in \mathbb{D}_{d,p_0}[x] \) and \( a_1^{(2)}(x) \in \mathbb{Z}[x] \). As \( P(x) \) is a CNS polynomial in \( \mathbb{Z}[x] \) there exists \( a_1^{(3)}(x) \) with coefficients in \( \{0, 1, \ldots, p_0 - 1\} \), which is a subset of \( \mathbb{D}_{d,p_0} \), such that \( a_1^{(2)}(x) \equiv a_1^{(3)}(x) \pmod{P(x)} \). Setting \( a_1(x) = a_1^{(1)}(x) + a_1^{(3)}(x)x^{m_2+1} \) and \( a(x) = a_1(x) + \omega a_2(x) \) we have that \( A(x) \equiv a(x) \pmod{P(x)} \) and the coefficients of \( a(x) \) belong to \( \mathbb{D}_{d,p_0} \). Thus the conditions are sufficient.

Assume that \( P(x) \) is ECNS in \( \mathbb{E}_d[x] \). Then for any \( A(x) \in \mathbb{E}_d[x] \) there exists \( a(x) \in \mathbb{D}_{d,p_0}[x] \) such that \( A(x) \equiv a(x) \pmod{P(x)} \). Write \( a(x) = a_1(x) + \omega a_2(x) \). Then the coefficients of \( a_2 \) belong obviously to \( I \). If \( d = 1, 2 \) then the coefficients of \( a(x) \) have the form \( e_1 + e_2\sqrt{-d} \), which absolute value is \( \sqrt{e_1^2 + de_2^2} < p_0 \). Thus \( |e_1| < p_0 \) and \( e_1 \geq 0 \) because \( |(e_1 + p_0) + e_2\sqrt{-d}| > p_0 \).

To characterize the CNS polynomials in \( \mathbb{Z}[x] \) is a hard problem, see Akiyama et al. [1]. However there is a simple sufficient criterion proved by Béla Kovács [10], which we cite now.

**Theorem 7.2.** Let \( P(x) = p_0 + p_1 x + \cdots + p_{n-1} x^{n-1} + x^n \in \mathbb{Z}[x] \). If \( p_0 \geq 2 \) and \( p_i > p_{i+1}, i = 0, \ldots, n - 1 \), then \( P(x) \) is a CNS polynomial.

By our best knowledge similar simple condition is not available for symmetric-CNS. We cannot expect such a nice sufficient condition. Indeed the polynomials \( x^2 + ax + a, 3 \leq a \in \mathbb{Z} \) are by Theorem 7.2 CNS, but they are not
symmetric-CNS. In the next lemma we prove a condition, which depends only on the coefficients of $P(x)$. In its proof we borrowed ideas from [2]. In the sequel set $M = \lfloor \frac{p_0 - 1}{2} \rfloor$ and $I = [-\lfloor \frac{p_0 - 1}{2} \rfloor, p_0 - 1 - \lfloor \frac{p_0 - 1}{2} \rfloor] \cap \mathbb{Z}$.

**Lemma 7.3.** Let $P(x) = p_0 + p_1 x + \cdots + p_{n-1} x^{n-1} + p_n x^n \in \mathbb{Z}[x]$ be a polynomial such that $M \geq p_1 \geq p_2 \geq \cdots \geq p_n = 1$ and

$$\sum_{j=2}^{n} p_j \leq M.$$

Then $P(x)$ is a symmetric-CNS.

**Proof.** By Theorem 7.2 we may assume that $a_j \in [0, p_0 - 1], j = 0, \ldots, k$. Let $J = [-p_0, p_0 + M - 1] \cap \mathbb{Z}$. For polynomials $a(x) \in \mathbb{Z}[x]$ with constant term $a_0$ define the mapping $U(a) = U_P(a) : \mathbb{Z}[x] \mapsto \mathbb{Z}[x]$ as

$$U(a) = \frac{a - \varepsilon P - (a_0 - \varepsilon p_0)}{x},$$

where $\varepsilon$ denotes the unique integer with

$$\varepsilon p_0 \leq a_0 + M < (\varepsilon + 1)p_0.$$

Notice that if the coefficients of $a$ belong to $J$ then

$$a = r + xU(a) + \varepsilon P,$$

where $r = a_0 - \varepsilon p_0$ and $\varepsilon \in \{0, \pm 1\}$ is the coefficient of $P$ in the definition of $U(a)$. Further it is clear that if $a_0 \in J$ then $r \in I$. Thus the lemma will be proved when we are able to show that for all $a \in J[x]$ there exists $m > 0$ such that $U^m(a) \equiv 0 \pmod{P}$.

We claim that if the coefficients of $a(x) \in \mathbb{Z}[x]$ belong to $[0, p_0 - 1]$ then $U^{\ell}(a) \in J[x]$ hold for $\ell \geq 0$. To prove the claim we have to examine the coefficients of $U^{\ell}(a)$ carefully.

Let $U^{\ell}(a) = \sum_{j=0}^{\infty} a_j^{(\ell)} x^j$. (Of course the number of non-zero coefficients of $U^{\ell}(a)$ is finite, thus there exists $j_0 = j_0(\ell)\ell$ such that $a_j^{(\ell)} = 0$ for all $j > j_0$.

We use the same convention for $U^0(a) = a$ and for $P$ too, i.e. we set $p_j = 0$ for $j > n$. Then we have

$$a_j^{(\ell)} = a_{\ell+j} - \sum_{h=1}^{\ell} \varepsilon^{(h)} p_{\ell+j-h+1}, j, \ell \geq 0,$$

where $\varepsilon^{(s)} = 0$, if $s < 0$ and for $s \geq 0$ it is defined by the equation

$$U^{(s-1)}(a) = r_s + xU^{(s)} + \varepsilon^{(s)} P,$$

with $r_s \in I$. 
Equation (7.2) is obviously true for $\ell = 0$. Assume that it is true for all $s \leq \ell$. Set $\varepsilon^{(\ell+1)}$ according to the size of $a_0^{(\ell)}$. Then we have

$$U^{(\ell+1)}(a) = \frac{U^{(\ell)}(a) - a_0^{(\ell)} - \varepsilon^{(\ell+1)}(P - p_0)}{x} = \sum_{j=1}^{\infty} a_j^{(\ell)} x^{j-1} - \varepsilon^{(\ell+1)} \sum_{j=1}^{\infty} p_j x^{j-1}$$

$$= \sum_{j=0}^{\infty} \left(a_{j+1}^{(\ell)} - \varepsilon^{(\ell+1)} p_{j+1}\right) x^j.$$

Comparing coefficients and using (7.2) we obtain

$$a_{j}^{(\ell+1)} = a_{j+1}^{\ell} - \sum_{h=1}^{\ell} \varepsilon^{(h)} p_{\ell+2-j-h} - \varepsilon^{(\ell+1)} p_{j+1}$$

$$= a_{j+\ell+1} - \sum_{h=1}^{\ell+1} \varepsilon^{(h)} p_{\ell+2-j-h},$$

which is (7.2) for $\ell + 1$, i.e. (7.2) is true for all $\ell, j \geq 0$.

Now we are in the position to prove the claim. Assume that the coefficients of $a(x) \in \mathbb{Z}[x]$ belong to $[0, p_0 - 1]$, i.e. $0 \leq a_j = a_j^{(0)} < p_0$. Thus the claim is true for $\ell = 0$ and $\varepsilon^{(1)} \in \{0, \pm 1\}$. Let $\ell \geq 1$ and assume that the claim and $\varepsilon^{(j)} \in \{0, \pm 1\}$ hold for $1 \leq j < \ell$. Then

$$\varepsilon^{(\ell)} = \left\lfloor \frac{a_0^{(\ell-1)} - p_0/2}{p_0} \right\rfloor,$$

which belongs to the set $\{0, \pm 1\}$ because by the induction hypothesis $-p_0 \leq a_0^{(\ell-1)} \leq p_0 + M - 1$. By (7.2) we have

$$a_j^{(\ell)} = a_{\ell+j} - \sum_{h=1}^{\ell} \varepsilon^{(h)} p_{\ell+j-h+1}.$$}

Plainly the sum of the right hand side is at least

$$0 - \sum_{h=1}^{n} p_h = -(p_1 + \sum_{h=2}^{n} p_h) \geq -2M > -p_0.$$

To finish the induction we have to prove the upper bound for $a_j^{(\ell)}$. Assume that $\varepsilon^{(m)} = -1$ for some $m \leq \ell$. Then $a_0^{(m-1)} < M$. We have

$$a_0^{(m-1)} = a_{m-1} - \sum_{h=1}^{m-1} \varepsilon^{(h)} p_{m-h}$$

$$\geq 0 - \varepsilon^{(m-1)} p_1 - \sum_{h=2}^{n} p_h$$

$$\geq -\varepsilon^{(m-1)} p_1 - M.$$
Thus $a_0^{(m-1)} < -M$ can hold only if $\varepsilon^{(m-1)} = 1$. Applying again (7.2) and using the induction hypothesis and this observation we get

$$(7.3) \quad a_j^{(\ell)} \leq p_0 - 1 + \sum_{h=1}^{n} (-1)^{h+1} p_h = p_0 - 1 + p_1 - (p_2 - p_3) - \cdots \leq p_0 + M - 1.$$ 

Here we used the monotonicity of the coefficients as well. The claim is proved completely.

If $U^{(k+1)}(a) = 0$ then the Lemma is proved. Assume in the sequel $U^{(k+1)}(a) \neq 0$. Then the inequality in (7.3) can be considerably improved. Indeed as $a_\ell = 0, \ell > k$ we get

$$a_j^{(\ell)} \leq M$$

for all $j \geq 0$. The degree of the polynomial $U^{(k+1)}(a)$ is at most $n$ and its coefficients belong to $[-2M, M]$. Thus $U^{n+k+2}(a) \in I[x]$ and the lemma is proved.

\[ \square \]

**Theorem 7.4.** Let $P(x) := \sum_{i=0}^{n} p_i x^i \in \mathbb{Z}[x]$ be a monic polynomial of degree $n$. Put $M = \lfloor \frac{p_0 - 1}{2} \rfloor$ and assume $p_0 \geq M \geq p_1 \geq p_2 \geq \cdots \geq p_n = 1$ and

$$\sum_{j=2}^{n} p_j \leq M.$$ 

Then $P(x)$ is a ECNS polynomial with the digit set $\mathbb{D}_{d,p_0}$.

**Proof.** By Lemma 7.3, starting from a general polynomial one can determine a polynomial which is equivalent to the original modulo $P(x)$, and the imaginary part of the coefficients of the new polynomial belong to the interval $]-\lfloor \frac{p_0 - 1}{2} \rfloor, p_0 - 1 - \lfloor \frac{p_0 - 1}{2} \rfloor]$ (coefficients on the real band property).

For the real part an iteration can be started using the following transformation. In every step the investigated polynomial $A(x)$ will be changed, such that

$$A := T_P(A) := \frac{A - q \cdot P - r}{x},$$

where $q := \left\lfloor \frac{a_0}{p_0} \right\rfloor$. It is easy to see that $q \in \mathbb{Z}$, because of the coefficients on the real band property, this means that if one wants to move a coefficient to the digit set an integer times $p_0$ has to be added. After some iteration of this transformation all of the original coefficients of the polynomial $A(x)$ will be moved into the digit set, in every step the newly created coefficients are rational integers. So after finitely many steps $A(x)$ becomes a polynomial with rational integer coefficients. Polynomial $P(x)$ satisfies the assumptions
of Theorem 7.2, thus it is CNS. From this point on we can use Theorem 7.2 to get an $A(x) \in \mathbb{D}_{d,p_0}[x]$ because the integer canonical digit set of the integer CNS polynomial $P(x)$ is a subset of $\mathbb{D}_{d,p_0}$ (Remark 3.3).

\[\square\]

8. Conclusion and further work

In this paper CNS polynomials have been defined over imaginary quadratic Euclidean domains (Definition 4.1). Proved that for linear polynomials it is easy to decide whether it is a CNS or not (Theorem 5.5). For quadratic polynomials a set of CNS polynomials has been found where the linear term’s absolute value is small (Theorem 6.4). Infinite sequences of CNS polynomials over imaginary quadratic Euclidean domains has been found (Theorem 7.4). This can be continued to investigate polynomials and vectors with greater degree, or other Euclidean domains can be investigated as well.
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