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### List of abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>3C</td>
<td>chromatin conformation capture</td>
</tr>
<tr>
<td>5-FU</td>
<td>5-fluorouracil</td>
</tr>
<tr>
<td>ACTB</td>
<td>beta-actin</td>
</tr>
<tr>
<td>AMEX</td>
<td>X-linked amelogenin</td>
</tr>
<tr>
<td>AMELY</td>
<td>Y-linked amelogenin</td>
</tr>
<tr>
<td>AR</td>
<td>androgen receptor</td>
</tr>
<tr>
<td>ARE</td>
<td>AU-rich sequence element</td>
</tr>
<tr>
<td>ATAC-Seq</td>
<td>assay for transposase accessible chromatin with high-throughput sequencing</td>
</tr>
<tr>
<td>BSA</td>
<td>bovine serum albumin</td>
</tr>
<tr>
<td>BWA</td>
<td>Burrows-Wheeler Aligner</td>
</tr>
<tr>
<td>CDS</td>
<td>coding DNA sequence</td>
</tr>
<tr>
<td>CEPH</td>
<td>Centre d'Etude du Polymorphism Humain</td>
</tr>
<tr>
<td>ChIA-PET</td>
<td>chromatin interaction analysis by paired-end tag sequencing</td>
</tr>
<tr>
<td>ChIP</td>
<td>chromatin immunoprecipitation</td>
</tr>
<tr>
<td>ChIP-qPCR</td>
<td>chromatin immunoprecipitation coupled with quantitative real-time polymerase chain reaction</td>
</tr>
<tr>
<td>ChIP-Seq</td>
<td>chromatin immunoprecipitation sequencing</td>
</tr>
<tr>
<td>CPM</td>
<td>counts per million</td>
</tr>
<tr>
<td>CV</td>
<td>coefficient of variance</td>
</tr>
<tr>
<td>DEG</td>
<td>differentially expressed gene</td>
</tr>
<tr>
<td>DNase</td>
<td>deoxyribonuclease</td>
</tr>
<tr>
<td>dNTP</td>
<td>deoxynucleotide triphosphate</td>
</tr>
<tr>
<td>DPYD</td>
<td>dihydropyrimidine dehydrogenase</td>
</tr>
<tr>
<td>dsQTL</td>
<td>DNase hypersensitivity quantitative trait locus</td>
</tr>
<tr>
<td>DTT</td>
<td>dithiothreitol</td>
</tr>
<tr>
<td>EBV</td>
<td>Epstein-Barr virus</td>
</tr>
</tbody>
</table>
EDTA    ethylenediaminetetraacetic acid
EGCG    (-)-epigallocatechin gallate
eQTL    RNA expression quantitative trait locus
eRNA    enhancer-associated RNA
FCS     foetal calf serum
FDR     false discovery rate
FS      first strand
GAPDH   glyceraldehyde 3-phosphate dehydrogenase
GC      guanosine-cytidine dinucleotide
GEO     Gene Expression Omnibus
GFP     green fluorescent protein
H3K27ac H3 histone acetylated at the 27th lysine residue
HEK     human embryonic kidney
HGNC    HUGO Gene Nomenclature Committee
Hi-C    chromosome conformation capture of all chromatin contacts coupled with sequencing
HLA     human leukocyte antigen
hmQTL   histone modification quantitative trait locus
IC_{50} half-maximal inhibitory concentration
IgG     immunoglobulin G
IMT-2   acronym for a reagent containing 0.1 M D-trehalose and 0.945 mg/ml (-)-epigallocatechin gallate in phosphate buffered saline
IP      immunoprecipitation
IP-qPCR immunoprecipitation coupled with quantitative polymerase chain reaction
LCL     human B-lymphoblastoid cell line
lncRNA  long non-coding RNA
Lyo     lyophilization; lyophilized
meQTL   DNA methylation quantitative trait locus
MTT  (3-(4,5-Dimethylthiazol-2-yl)-2,5-Diphenyltetrazolium Bromide)
nTdT  nuclear terminal deoxynucleotidyl transferase
PBL  peripheral blood lymphocyte(s)
PBMC  peripheral blood mononuclear cell(s)
PBS  phosphate buffered saline
PCG  protein-coding gene
PCR  polymerase chain reaction
QC  quality control
QTL  quantitative trait locus
RIN  RNA Integrity Number
RNA-Seq  RNA sequencing
RPKM  reads per kilobase per million mapped reads
RT  reverse transcription
RT-PCR  reverse transcription polymerase chain reaction
RT-qPCR  quantitative reverse transcription polymerase chain reaction
SD  standard deviation
SDS  sodium dodecyl sulfate
SEM  standard error of the mean
sGT_1  “same genotype” (isogenic) LCL number 1 (GM22647)
sGT_2  “same genotype” (isogenic) LCL number 2 (GM22648)
sGT_3  “same genotype” (isogenic) LCL number 3 (GM22649)
sGT_4  “same genotype” (isogenic) LCL number 4 (GM22650)
sGT_5  “same genotype” (isogenic) LCL number 5 (GM22651)
SNV  single nucleotide variant
tfQTL  transcription factor binding quantitative trait locus
UTR  untranslated region
1 INTRODUCTION

The past decade has seen the emergence of the field of functional genomics and novel approaches to scientific cooperation. Clinical studies benefit from the rapid development of omics methods, which provide a genome-wide view on dynamic aspects of gene regulation in pathological contexts. Moreover, public repositories of well-annotated biomaterials and high-throughput sequencing data offer an unparalleled opportunity to utilize available resources to accelerate the accumulation of valuable scientific information. Therefore characterization of emerging model systems, development of key functional genomic methodologies and cost rationalization are key aspects of biomedical research in the post-genomic era.

The fields of transcriptomics and epigenomics have evolved in parallel with high-throughput nucleic acid profiling methods, such as RNA sequencing (RNA-Seq) and chromatin immunoprecipitation sequencing (ChIP-Seq). As for RNA-Seq, a major limitation is its sensitivity to low initial sample quality, which mostly emerges due to inappropriate sample handling, storage and transportation. In contrast, chromatin immunoprecipitation suffers from the relative lack of standardization and long hands-on time, which present major obstacles to more widespread use.

The human B-lymphoblastoid cell line (LCL) model system is widely used for uncovering general rules and genomic context of gene regulation. Many genomics and functional genomics consortial projects, including the landmark studies of International HapMap Project, 1000 Genomes Project and ENCODE Project, used LCLs as sources of biomaterial. The accessibility of thousands of LCLs together with well-annotated sequencing data in public repositories empowers research on the genetic basis of quantitative cellular phenotypes. However, LCL-to-LCL functional genomic variability in the same genotype context, which has not yet been previously evaluated, may complicate the above efforts.

With our work, we aimed at contributing to the field of functional genomics in three ways: first, by developing a novel spike-in control system to account for experimental sample loss during ChIP experiments; second, by evaluating the utility of a cost-effective cell archivation method to preserve cellular RNA; and third, by uncovering, for the first time, the extent and nature of non-DNA-driven functional genomic variability of the LCL model.
2 THEORETICAL BACKGROUND

2.1 Phage display-based chromatin immunoprecipitation procedure controls

2.1.1 Chromatin immunoprecipitation in functional genomics

Chromatin immunoprecipitation (ChIP) is a laboratory method to study interactions between genomic DNA and proteins, such as transcriptional regulators and post-transcriptionally modified histones *ex vivo*. Since its first use in the 1980s (Gilmour & Lis, 1984), numerous variations of the procedure addressing specific needs have emerged, and they have been successfully used in multiple eukaryotic model organisms. When coupled with deep sequencing, the method allows for the profiling of epigenetic marks genome-wide. Chromatin immunoprecipitation sequencing (ChIP-Seq) has also been extensively applied in clinical research for mapping disease-associated epigenetic signatures. However, multiple procedural factors, including large starting cell numbers, long hands-on time and the scarcity of standardized controls severely limit its use in clinical settings.

A typical ChIP experiment starts with stabilizing chromatin interactions by reversibly crosslinking DNA and proteins with formaldehyde (and, in some cases, together with a longer-arm crosslinker (Di(N-succinimidyl) glutarate) *in situ*. The reaction is stopped by adding glycine, then whole cells or isolated nuclei are fragmented using sonication or enzymatic treatment. Fragmented chromatin is immunoprecipitated with a ChIP-grade antibody coupled to paramagnetic beads. Bead-coupled immunocomplexes are washed several times to remove the aspecific binding, followed by immunocomplex elution from the beads. During the immunoprecipitation and washing steps, samples are kept on ice or at 4°C, and buffers are supplemented with proteinase inhibitors in order to prevent protein degradation. ChIP eluates are treated with RNase and Proteinase and purified using DNA-binding columns or by precipitation. ChIP DNA is then subjected to either qPCR (ChIP-qPCR) to quantify selected genomic regions or high-throughput sequencing (ChIP-Seq). Many laboratories use in-house protocols and buffers, but ChIP kits are also available from different vendors.
2.1.2 Controls and normalizers in chromatin immunoprecipitation experiments

ChIP protocols involve controls and normalizers, which ensure the elimination or identification of confounding variables, such as varying starting cell numbers and aspecific capture. When setting up a ChIP experiment, it may be useful to test the protocol on the target cell type, especially when one plans to work with an antibody that has not been previously confirmed ChIP-grade. Also, a commonly used positive control experiment is when a genomic region expected to be occupied by the target protein is amplified along with regions of interest by qPCR. Besides positive controls, several negative controls can be used; for instance, negative control genomic loci, which are expected to be under-represented in the sample. Another commonly used negative control experiment is immunoprecipitation (IP) with aspecific isotype-matched antibodies (IgG; purified from the serum of a non-immunized animal, or an antibody against an irrelevant epitope, such as GFP or FLAG-tag). ChIP-qPCR enrichments are almost exclusively reported using the “per cent input method” when the qPCR signal of the target region in the IP sample is divided by that of the so-called input sample. The input sample is a representative aliquot of the crosslinked and fragmented chromatin, which is set aside before the IP step, joining the protocol at the crosslink reversal step. The per cent input method is particularly useful for controlling chromatin input variability. ChIP-Seq libraries are prepared from ChIP DNA, but isotype control-precipitated samples and input samples may also be sequenced. However, there are certain drawbacks of using these controls in ChIP-Seq, and the majority of technical artifacts can be accounted for using bioinformatic methods only.

There is no generally accepted internal control to be used in ChIP-qPCR experiments. Defining appropriate internal controls for a given ChIP experimental setup – taking into account the cell type, treatment, target protein, or other variables emerging during the project – may be cumbersome. Of note, a study claims that occupancy quantitation is possible in ChIP-Seq by using an internal standard of unchanged CTCF peaks (peak-like enrichments as seen using genomic viewers). In their proposed method, a second antibody against the CTCF transcription factor (TF) is added to the reactions, and CTCF enrichments are quantified at specific loci. However, they assumed that CTCF has the same distribution and occupancy across multiple species and that CTCF does not overlap with the experimental target; this, of course, may not hold (Guertin, Cullen, Markowetz, & Holding, 2018). Without appropriate internal or external
controls experimental sample loss cannot be accounted for after the chromatin fragmentation step. The lack of such procedural control is especially problematic given the fact that the majority of sample handling steps, including extensive washing (~2/3 of the experimental time), takes place after fragmentation. In the case of precious clinical samples, such as biopsies, the reality is to have only a few ChIP replicates to balance such sample loss statistically. Spike-in controls might be considered as alternative post-fragmentation procedural controls, as substitutes to missing internal controls.

A few spike-in controls have been developed for ChIP-Seq in the past few years. All protocols include the addition of xenogenic material to the experimental sample and quantification thereof during sequencing analysis. Orlando et al. spiked Drosophila melanogaster S2 cells to human cells (Orlando et al., 2014), while Bonhoure et al. and Egan et al. added xenogenic fragmented chromatin to their chromatin samples (Bonhoure et al., 2014; Egan et al., 2016). The first two approaches used one pan-specific antibody capturing the target from both species, while Egan et al. used an additional, fly-specific antibody (anti-H2Av) for capturing the exogenous target. Grzybowski et al. developed ICeChIP (Internal Standard Calibrated ChIP), which enable the calculation of histone modification density, and the direct comparison of experiments, by adding reconstituted and semisynthetic nucleosomes including barcoded DNA to the sample in concentration series (Grzybowski, Chen, & Ruthenburg, 2015). Despite these recent developments, the use of spike-in controls for comparative ChIP has not yet become widespread.

### 2.1.3 Bacteriophages as potential ChIP spike-in controls

Phage display is a widely used laboratory method for studying the interaction of proteins with certain substances (e.g. other proteins, peptides, DNA and ligands). The method is commonly used in basic research for epitope analysis of monoclonal antibodies and polyclonal sera (Moreira, Fühner, & Hust, 2018), for computational prediction of epitope structures (Halperin, Wolfson, & Nussinov, 2003), for monoclonal antibody generation (Hammers & Stanley, 2014), and in pharmaceutical biotechnology for determining drug targets, improving existing biomolecule drugs, engineering therapeutic antibodies, and mapping epitopes of clinically relevant antibodies.
A phage-based random peptide library is a pool of up to billions of different peptides displayed on the surface of bacteriophages. Libraries are generated by in-frame insertion of random DNA sequences of fixed length into one of the phage coat protein-encoding genes. Assembled phage vectors are then transformed into an E. coli strain, which produces phages with the modified coat proteins. The most commonly used bacteriophages are M13, T4, and T7. The displayed peptides are fused to major or minor coat proteins (pIV or pIII, respectively), can be of various length (e.g. 6-mer, 9-mer or 12-mer), and may be linear or form secondary structures (by incorporating cysteines). Vendors offer various libraries fitted to different research needs, and custom libraries can be prepared using commercially available kits.

Various approaches can be used for developing phage-based reagents with desired properties. In a typical experimental setup, a phage-based random peptide library is subjected to *in vitro* selection (coined “biopanning”), which comprises the affinity selection of phage-displayed peptides with a specific, immobilized substance (e.g. an antibody), followed by washing steps and phage elution. The eluate contains a fraction of the original library, which can be amplified in E.coli. Additional selection rounds can be carried out using harsher washing conditions to ensure high target affinity and specificity. Individual phages can also be cloned out from these polyclonal libraries for further development and study. Moreover, custom libraries can be designed for different purposes, such as for improving target specificity, by cloning DNA sequences for a relatively few pre-defined peptide variants into phagemid vectors and comparing the affinity of the recombinant phages to the target substance.

Phage display libraries have numerous properties that make them appealing as ChIP spike-in controls. First, phages can be developed for binding ChIP-grade antibodies through their displayed peptides. Second, the physical connection between the displayed peptide and the genotype (i.e. being part of the same phage particle) allows for the DNA-based relative quantification of affinity-selected phages (Vodnik, Zager, Strukelj, & Lunder, 2011) (Figure 1A). Phages developed through multiple rounds of *in vitro* evolution and optional cloning steps may be added to all ChIP reactions at the immunoprecipitation step, and phage DNA can be isolated together with chromatin fragments, followed by qPCR amplification (Figure 1B). Thus, the value representing qPCR-based phage recovery can be used as a post-fragmentation normalizer. Third, phages and their displayed peptides may be less sensitive to denaturation, which might support
long-term reagent stability. And fourth, phages can be reconstituted at consistent quality by
developing monoclonal reagents and reinfecting a host E. coli strain. In theory, if the phage
genome-containing ChIP DNA is later subjected to sequencing, phage DNA will not interfere
with ChIP-Seq, given that the circular ssDNA genome of the filamentous phage is incompatible
with library preparation and NGS.

Figure 1 | M13-based phage display. A) Structural components of the M13 phage engineered for phage
display. The indicated qPCR assay designed to a non-variable genomic site can be used to detect phages
by qPCR. B) Experimental design for developing and testing phage display-based ChIP controls using
multiple rounds of biopanning with ChIP-grade antibodies.
2.2 Lyophilization as an alternative method of cell stabilization for RNA-based studies

2.2.1 RNA sequencing in clinical research

RNA-Seq is a transcriptome profiling method applying high-throughput sequencing for the detection and quantification of cDNA. The technology allows for the examination of various aspects of RNA biology, such as differential expression of RNA subtypes and transcript variants, allele-specific gene expression and single-cell transcriptomics. In the post-genomic era, RNA-Seq presents as a relatively simple yet powerful tool to explore gene regulatory processes.

With falling sequencing costs and expanding bioinformatic toolsets, RNA-Seq has also become the leading technology of high-throughput RNA biomarker research. RNA levels reflect the functional state of the cells, which cannot be captured by DNA-based assays. Moreover, RNA quantitation methods are relatively mature, sensitive and highly specific. In line with the above, the number of published intra- and extracellular RNA biomarker candidates have been on the rise in the past few years (Deng et al., 2018; Ma et al., 2015; Santiago, Bottero, & Potashkin, 2018; F. Zhang, Ding, Cui, Barber, & Deng, 2019), which may pave the way for the development of RNA-based biomarker panels similar to the PAM50 breast cancer subtype predictor panel (Parker et al., 2009).

Bulk RNA sequencing methods are relatively standardized, with initial sample quality being the most critical factor for success. RNA in clinical samples collected during surgeries or as biopsies are especially prone to degradation, mostly because sample preservation is not a priority in such settings. While RT-(q)PCR-based methods have shown to be relatively insensitive to sample degradation, RNA fragmentation has serious impact on RNA-Seq analysis (Baechler et al., 2004; Bray et al., 2010; Catts et al., 2005; Gallego Romero et al., 2014; Ibberson, Benes, Muckenthaler, & Castoldi, 2009). Therefore it is of substantial interest to preserve tissue/cellular samples in a way that enables the extraction of highly intact RNA.

2.2.2 Tissue banks and different approaches to sample preservation

Given that native biomaterials are sensitive to a range of chemical and physical exposures, various methods have been utilized to minimize degradation and the change in features of interest. Such features include the antigenicity of various macromolecules and the
intactness of nucleic acids during sample preparation, handling and storage. These methods are mostly based on keeping the samples in chemically inert solutions, chemical fixation, (ultra-)deep freezing, or combinations of the above. The method of choice depends on the sample type (e.g. whole tissue vs molecular preparations), source (e.g. biopsies vs cell lines) and intended storage length (short- or long-term). Keeping sample quality consistent long-term enables comparability of samples collected over a long period, such as in the case of longitudinal studies and scarce samples (e.g. rare diseases) (Monaco, Crimi, & Wang, 2014).

Clinical samples stored in tissue banks provide the starting material for basic and clinical research. These samples can be used in studies aiming to uncover molecular pathways associated with certain human conditions or identify and validate clinical biomarkers (Branković, Malogajski, & Morré, 2014; Vora & Thacker, 2015; Zatloukal & Hainaut, 2010). Additionally, clinical sample archives provide the opportunity to run diagnostic and follow-up tests weeks or months, or even years after sample collection. Biobank facilities conventionally operate ultra-deep freezers and liquid nitrogen tanks in order to prevent sample deterioration. When appropriate freezing methods and storage conditions are used, the main factor that determines the quality of nucleic acid or protein samples is sample quality before freezing. However, storage at ultra-deep temperatures entails substantial operating costs and a severe environmental burden (Zatloukal & Hainaut, 2010). Funding resources are shrinking worldwide, raising concerns over the financial sustainability of tissue banks. Moreover, temperature fluctuations due to possible power outages, as well as transportation delays due to logistical barriers may lead to transient warming cycles, increasing the risk of sample degradation. Sample storage and transportation at ambient temperatures without affecting sample quality would alleviate the above concerns.

Formalin-fixed and paraffin-embedded (FFPE) archival tissues stored at room temperature have been identified as a potentially rich source of molecular information for RNA-, DNA-, and protein-based studies. Although FFPE tissues retain their morphology for decades, extensive nucleic acid and protein degradation may occur during formaldehyde crosslinking, paraffin embedding, room temperature storage and isolation (L. N. Bell et al., 2011; Crockett, Lin, Vaughn, Lim, & Elenitoba-Johnson, 2005; Hedegaard et al., 2014; Scicchitano, Dalmas, Boyce, Thomas, & Frazier, 2009). The chemical processes seriously impairing downstream PCR- and sequencing-based analyses include methylene bridge formation between amino groups
followed by hydrolysis (Chung et al., 2008; Esteve-Codina et al., 2017; Masuda, Ohnishi, Kawamoto, Monden, & Okubo, 1999; von Ahlfen, Missel, Bendrat, & Schlumpberger, 2007), as well as G>A and C>T substitutions which may lead to read mapping bias and unreliable SNV calling from sequencing data (Esteve-Codina et al., 2017; Graw et al., 2015; Hedegaard et al., 2014; Kruse, Basu, Luesse, & Wyatt, 2017).

Cell-penetrable, non-crosslinking fixatives may be used for the short-term stabilization of nucleic acids and proteins. Some of the best-known such fixatives are RNAlater (Thermo Fisher Scientific), PAXgene Tissue STABILIZER (BD), and Allprotect Tissue Reagent (Qiagen). These solutions are especially useful for “field” collection, such as during surgical tissue harvesting, as no immediate sample processing or snap-freezing is required (Drakulovski et al., 2013; Paul et al., 2005). Vendors recommend storing samples submerged in the reagent at room temperature for up to one week, between 4°C and 8°C for up to one month (up to one year for Allprotect), or in a frozen state for more extended periods. Numerous research groups have tested these reagents for non-indicated usage and use with high-throughput technologies, comparing their effectiveness to standard methods such as FFPE or snap-freezing. RNAlater, for example, is claimed to denature cellular RNases upon cell penetration rapidly, and has been successfully used for tissue preservation prior to RNA microarray analyses, histological examinations and proteomics studies (Florell et al., 2001; Mutter et al., 2004; Saito, Bulygin, Moran, Taylor, & Scholin, 2011; M. Wang, Ji, Wang, Li, & Zhou, 2018). Of note, however, high-throughput studies have reported RNAlater-specific changes in transcript and protein abundance, which warrant caution in the use of RNAlater for transcriptomic and proteomic studies (Kruse et al., 2017; Passow et al., 2019).

2.2.3 Lyophilization

Lyophilization (freeze-drying) is a drying technique which uses vacuum and a moderate amount of heat to remove water molecules from frozen (bio)materials by sublimation and desorption. The technique was first described in 1980, although its wider adoption dates back to the middle of the 20th century. Nowadays, lyophilization is widely used by the food, pharmaceutical, and technological industries to dry food products (e.g. seasonal fruits, vegetables, meats and coffee), macromolecular preparations (e.g. vaccines, antibodies and enzymes), and certain inorganic materials, respectively. Lyophilization might also serve as a
suitable alternative to conventional tissue storage methods. The low residual water content in the
dried products essentially stops molecular motion and inhibits intrinsic molecular degradation
pathways. Moreover, tissue lyophilization requires minimal hands-on time and may preserve
multiple types of heat-labile analytes in complex samples.

Lyophilization generally involves freezing samples in a so-called “lyoprotectant” solution
and subjecting these pre-treated samples to conditions allowing for the frozen water molecules to
directly enter the vapour phase, without passing through liquid phase. Although the main steps
are common, the exact protocol and type of equipment used may substantially vary depending on
biomaterial type, sample size, intended downstream use and target shelf life. Common
lyoprotectants include trehalose, skimmed milk, and polyvinylpyrrolidone. The freezing step can
be carried out slowly (e.g. by placing the samples into a deep freezer) or quickly (e.g. by
immersing the samples into liquid nitrogen). The drying step consists of primary drying when
free water is sublimed under vacuum and condensed on the surface of the cold condenser, and
secondary drying, when bound water is removed via desorption. During the drying process, heat
must be added to the system to enable vapour transfer to the condenser. Elaborate shelf freeze
dryers are equipped with heatable shelves, while samples dried in manifold laboratory freeze
dryers receive heat from the environment. At the end of the drying process, samples are generally
sealed and stored in the dark, above the freezing point (at 4°C or room temperature).

Lyopreservation has numerous benefits over conventional biosample storage methods;
therefore, lyopreservation has long been considered as a possible alternative to conventional
approaches. In contrast to drying through evaporation (heat-drying), freeze-drying prevents
heat-induced deterioration of heat-labile substances during the drying process, while low residual
water activity hinders water-mediated degradation processes. Lyopreservation has the advantage
of room temperature storage and convenient transportation, non-degradative pretreatment and
even the possibility to recover intact and functional cellular structures, such as platelets (Wolkers,
Walker, Tablin, & Crowe, 2001; X.-L. Zhou et al., 2007). Moreover, the cost of long-term
storage of freeze-dried samples may be lower than that of storage at subzero temperatures, as the
operating costs of a lyobank are minimal. Of note, long drying cycles (i.e. days) in industrial
shelf freeze-dryers, due to their high power demand, may offset the financial benefits of ambient
storage. Additionally, temperature fluctuations (e.g. during transportation) may not have such
detritmental effects on lyophilized samples as on frozen samples. Despite the above benefits, the technology is not yet mature enough to become standard practice for cell and tissue preservation.

2.2.4 Lyophilization of cells and tissues

As for other biosample preservation methods, sample type, the intended use of the final product and cost considerations affect the method of choice for lyophilization. In theory, preserving the primary structure of macromolecules for low-throughput quantitative studies (e.g. qPCR) is the easiest to achieve, while fully recovering molecular activities and immunogenicity (e.g. enzymes) or even viable and functional cells might need considerable optimization efforts.

Lyophilization is considered a biomimetic strategy based on the natural phenomenon of intrinsic desiccation tolerance, called anhydrobiosis. Anhydrobiotes, including certain bacteria, yeasts, plants, and invertebrates can switch to a metabolic state of suspended animation in case of water deficiency and regain normal metabolism when enough water is present in the environment. These organisms utilize various mechanisms to stabilize a life-compatible inner state, including sugar accumulation (such as trehalose), heat shock protein expression and the synthesis of polyunsaturated fatty acids (Watanabe, 2006).

Mammalian cell lyophilization which preserves cell functions has long been a desirable alternative to preserve cells for clinical applications, such as blood transfusion, tissue engineering and regenerative medicine. Although prokaryotes and yeasts have been extensively reported to survive lyophilization, and are routinely preserved in a dried state for laboratory and pharmaceutical use, only a few studies have so far reported successful revival and long-term viability of nucleated mammalian cells after freeze-drying. However, there has been notable success in lyophilizing and recovering functional platelets (Wolkers, Walker, Tamari, Tablin, & Crowe, 2002; X.-L. Zhou et al., 2007). Moreover, freeze-drying platelet-rich plasma has also recently delivered encouraging results (Deprés-Tremblay et al., 2018; Shiga et al., 2016, 2017). For red blood cells, however, retaining membrane intactness and preventing hemolysis has remained a challenge (Arav & Natan, 2012). The majority of lyophilization studies on nucleated cells used various stem cells and utilized trehalose as a lyoprotectant, with limited indications to retained viability and functionality (Buchanan, Pyatt, & Carpenter, 2010b; Puhlev, Guo, Brown, & Levine, 2001; S. Zhang et al., 2010). Natan et al. found that adding epigallocatechin gallate, a
common green tea antioxidant along with trehalose lead to high membrane integrity after
lyophilization, and mesenchymal stem cells retained their clonogenic potential (Natan, Nagler, &
Arav, 2009). Puhlev et al. reported that the rate of drying, storage under vacuum and storage
temperature, as well as light exposure affects viable cell recovery (Puhlev et al., 2001). These
studies may pave the way for cell lyophilization for clinical use, but as relatively complicated
pre- and post-lyophilization treatments are required, there is probably a long way ahead until cell
lyophilization becomes widespread.

Rehydrated non-viable lyophilized cells may be able to exert certain complex functions. A
series of studies using various models confirmed that freeze-dried, non-motile spermatozoa direct
normal embryogenesis and development of fertile offspring after injection into oocytes (Gianaroli
et al., 2012; M.-W. Li, Willis, Griffey, Spearow, & Lloyd, 2009; Liu et al., 2004; Wakayama &
Yanagimachi, 1998). Moreover, freeze-dried somatic cells have been shown to direct embryonic
development after nuclear transfer (Das, Kumar Gupta, Uhm, & Lee, 2010; Loi et al., 2008a). Loi
et al. freeze-dried sheep granulosa cells in a trehalose-containing medium and found that after
one day and one month of room temperature storage, 40% of the cells retained their genome
integrity. Strikingly, freeze-dried granulosa cells stored for three years at room temperature,
despite evident DNA fragmentation, could direct embryonic development after injection into
enucleated oocytes, probably due to activated DNA repair mechanisms (Loi et al., 2008b). The
above finding suggests that lyophilized cells retaining certain complex functions may not be
feasible for downstream uses involving molecular biology assays.

2.2.5 Preservation of nucleic acids in lyophilized cultured cells and tissues

Several research studies have focused on evaluating the feasibility of freeze-drying as a
preservation method for nucleic acids in the cellular context. Most of such studies used low-
throughput assays, such as (RT-)PCR and gel electrophoresis, to assess the integrity of nucleic
acids isolated from lyophilized cells and tissues. As genomic DNA-based analytical methods are
qualitative, slightly degraded samples may be sufficient for analysis. However, some RNA-based
methods generally used for comparing control and pathological samples can be sensitive to even
partial degradation of the target transcript.
Although purified DNA is commonly stored in a dried form, DNA in a dehydrated cellular context may be prone to destabilization due to cell-intrinsic factors, such as residual DNase activity. Zhang et al. assessed DNA integrity in freeze-dried fibroblasts using comet assay, and found that the extent of DNA fragmentation is less pronounced when trehalose was loaded into the cells and when the samples were stored at 4°C instead of room temperature for up to one month (M. Zhang et al., 2017). Genomic DNA extracted from freeze-dried blood was successfully used for HLA-typing (Weisberg, Giorda, Trucco, & Lampasona, 1993). These lines of evidence indicate that freeze-dried cells can efficiently store highly intact DNA for analytical applications.

Lyophilization is a promising yet underexploited method of sustainable RNA preservation in the cellular context. The available research on RNA integrity in lyophilized tissues is relatively scarce, and the analytical methods used were restricted to gel electrophoretic fragment length inspection, and RT-(q)PCR or northern blot of at most a few selected mRNAs. Two early studies from the same research group concluded that RNA samples isolated from lyophilized rat liver were stable for up to a few weeks at room temperature (as assessed by gel electrophoresis), but the detectability of the beta-actin mRNA by northern blot decreased from day 5. However, GAPDH RT-PCR showed similar results to control even after four years of room temperature storage. In general, RNA stability was lower than DNA and protein stability (Matsuo et al., 1999; Takahashi, Matsuo, Okuyama, & Sugiyama, 1995). Mareninov et al. found that RIN values were on average ~27% lower in lyophilized brain tissues than in controls, after one year of room temperature storage in the presence of a desiccant, while a few selected mRNAs were found intact using RT-PCR (Mareninov et al., 2013). Leboeuf et al. tested the effect of heat, light exposure and moisture on RIN and RT-PCR Cp values after one year of lyophilized storage, and concluded that storage in the dark and in the presence of desiccants is critical for RNA stability. Surprisingly, storage at room temperature preserved RNA better than storage at 4°C (Leboeuf et al., 2008). In addition, two studies pointed out that nucleic acid integrity in lyophilized tissues might depend on tissue lipid content and oxygen-driven peroxidation (Damsteegt, McHugh, & Lokman, 2016; Matsuo, Toyokuni, Osaka, Hamazaki, & Sugiyama, 1995). The effect of lyophilization at the whole transcriptome level, however, has not yet been previously evaluated.
2.3 Human B-lymphoblastoid cell lines – a model of the omics era

2.3.1 Cell line models in biomedical research

Cell lines can be obtained from various tissues of multicellular organisms. Cancer cell lines are derived from solid tumours or leukemic cells and have the intrinsic ability to divide in culture without any prior experimental interference. Non-cancerous cell lines may have extended (e.g. embryonic stem cells) or limited life span (e.g. embryonic fibroblasts), or can be quasi-immortalized by various laboratory techniques, including viral infection (lymphoblastoid cell lines) and artificial gene expression (HEK 293T).

Cell lines, due to their advantages, have long been used to model a plethora of structural and functional properties of cells and tissues in biological sciences. Their main general advantages are the following: 1) they can substitute experiments on primary cells or sentient animals; 2) they can be easily cultured for extended periods, enabling repeated sampling of millions of cells; 3) standardized culturing protocols enable a relatively stable extracellular environment, minimizing uncontrollable effects such as different hormonal status, nutrition or drug use, that may be present in particular in vivo models; 4) they can be easily engineered genetically, e.g. loss of function experiments can be carried out, including gene knock-outs or knock-downs; and 5) they can be used to produce certain biomolecules, such as antibodies (hybridoma) and therapeutics (insulin). Multiple factors should be considered when choosing the appropriate cell line for a specific project, including the organism and tissue of origin and the availability of complementary data sets in the literature.

Despite the acknowledged advantages, there is a long-standing debate over the feasibility of cell line models as substitutes of primary tissues. The basis of concern includes the lack of tissue-specific interactions and molecular evolution of cell lines over long-term culturing, which may lead to significant functional changes, ultimately resulting in cellular behaviour changes. However, due to the major advantages of cell lines over primary tissues, they will remain essential tools in a researcher’s hands to model complex cellular processes.

2.3.2 Instability of cellular phenotypes in cell line models

In nature, cellular phenotypic heterogeneity may provide an evolutionary advantage by armouring the species/organism/cell population against extremes of environmental challenges.
Well-known examples of cellular phenotypic heterogeneity include: 1) phenotypic resistance of bacteria against antibiotics and bacteriophage infection, 2) tumour cell heterogeneity and therapeutic resistance, and 3) B cell receptor (BCR) rearrangement as part of the adaptive immune system. Heterogeneity of cell populations derived from multicellular eukaryotes is expected to be reflected in newly established polyclonal cell lines.

Genomic alterations in cell culture is a major contributor to changes in cellular phenotypes over time. Genomic instability refers to the increased rate of genomic changes, including aneuploidy, large chromosomal aberrations, and small-scale mutations compared to the frequency of such changes inside the body. Genomic vulnerability is especially characteristic to cancer cell lines, in which cell cycle checkpoint mechanisms and DNA repair may already be disrupted before in vitro culturing (Yao & Dai, 2014). It is widely accepted that overly passaged cell lines accumulate genomic changes (M. Kim et al., 2017), although the timeline and nature of changes may differ from one cell line to another. As yet, however, there is no consensus on the maximum number of acceptable cell passages. A recent study by Ben-David et al. provided an invaluable insight into the extent, timeline and nature of genetic variability of MCF-7, a commonly used breast cancer cell line (Ben-David et al., 2018). Using different MCF-7 strains and assessing genotypic variability of subclones, they uncovered a rapid genetic diversification as a result of culturing condition-dependent positive selection, as well as significant differences between MCF-7 batches provided by different vendors. Therefore genetic evolution of cell lines should not be overlooked during study design and data interpretation.

Environmental factors add up to genomic alterations in modulating phenotypes of cell lines. The so-called ‘network state’ of each cell determines the extent and nature of cellular phenotype perturbations upon a particular stimulus. The variability in the composition of the least controlled culturing component, foetal calf serum, may also guide cell populations to different cell line evolutionary paths. In genetically stable cell lines, such as embryonic stem cells (ESCs), environmental factors (such as culture conditions) are expected to play the most prominent role in altering molecular phenotypes, which may lead to irreversible changes in the single-cell level. Hastreiter et al. have shown that two different culturing conditions used to maintain ESCs in the pluripotent state, namely serum+LIF (leukaemia inhibitory factor) and 2i (a combination of a GSK and a MEK inhibitor), have different effects on the expression of Nanog, a key pluripotency
factor. Replacing the serum+LIF medium to 2i on ESCs leads to the stabilization of Nanog expression across the cell population by 1) inducing Nanog expression and 2) selecting against Nanog-low cells (Hastreiter et al., 2018). Therefore cellular environment should be as standardized as possible to ensure the comparability of cellular phenotype measurements.

The baseline heterogeneity of cell lines is known to decrease over long-term cell culture. The phenomenon is generally referred to as ‘clonal evolution’ when a cell or few cells with growth advantage start to dominate the culture. These changes undoubtedly affect the results of experiments carried out on younger vs older cultures. Moreover, care should be taken when comparing results from the same cell line obtained from different sources, as they have possibly gone through multiple bottlenecks individually, and show significant geno- and phenotypic divergence (Mouriaux et al., 2016; Spetzler et al., 2010). In order to minimize the effects of cell line evolution, biobanks with cell line batches of same passage numbers can be created. Moreover, monoclonal cell lines with temporally more stable cellular phenotypes may also be used for a few types of experimental applications.

2.3.3 Human B-lymphoblastoid cell lines as a model system of the omics era

Human B-lymphoblastoid cell lines (LCLs) are derived from resting B cells by Epstein-Barr virus (EBV) infection in vitro. The laboratory method has been in use for decades, and most commonly involves the isolation of peripheral blood mononuclear cells (PBMCs) or peripheral blood lymphocytes (PBLs) from blood, followed by treatment with EBV in the presence of immunosuppressive agents (e.g. cyclosporin A) to prevent T cell-mediated elimination of the newly infected B cells (Neitzel, 1986). Once inside the cell, EBV uses the cellular transcriptional machinery to drive the expression of genes from its dsDNA genome, encoding proteins inevitable for growth transformation (Zhao et al., 2011). As EBV predominantly targets B cells from the PBMC/PBL pool, an actively proliferating B cell-derived LCL population emerge, comprising multiple loose cell clumps with rosette morphology. LCLs then repopulate the culture by overgrowing non-infected leukocytes in a matter of weeks (Hui-Yuen, McAllister, Koganti, Hill, & Bhaduri-McIntosh, 2011).

Studies with highly diverse research aims have taken advantage of the benefits of the LCL model over the past few decades. LCLs are relatively easy to prepare, and they can be cultured in
conventional media such as fetal calf serum-supplemented MEM (Minimal Essential Medium), DMEM (Dulbecco’s Modified Eagle’s Medium) or RPMI (Roswell Park Memorial Institute Medium), without the need for special supplements (e.g. cytokines). Using LCLs as surrogates for primary human material eliminates the need for repeated sample collection from the same individual, allaying concerns related to the loss of subjects to follow-up. Although LCLs can be maintained in culture for a large number of population doublings (~160 passages) (Oh et al., 2013), most lines remain “pre-immortal”, characterized by stable diploid karyotype, low telomerase activity and the lack of tumorigenicity (Hussain & Mulherkar, 2012). Due to the generally low somatic mutation rates (0.3%) and karyotypic stability, LCLs have been historically used as an unlimited source of DNA for clinical and experimental genetics. LCLs have also provided invaluable insights into molecular events associated with EBV infection, including B cell transformation and immunological response (Bhaduri-McIntosh, Rotenberg, Gardner, Robert, & Miller, 2008; Long et al., 2005; Pokrovskaja et al., 2002; Styles et al., 2017). LCLs have also been instrumental in studying carcinogen sensitivity and DNA repair (Mazzei et al., 2011; Žegura, Volčič, Lah, & Filipič, 2008). Moreover, LCLs with certain characteristics provided useful models for studying non-EBV-related diseases, including but not limited to, neurological (Pansarasa et al., 2018), metabolic (Grassi et al., 2016), and psychiatric conditions (Milanesi et al., 2017).

The LCL model is one of the dominant contributors to the advancement of omics research. Thousands of LCLs prepared from healthy and diseased individuals with diverse ancestries have been made available by public biobanks, including Coriell Cell Repositories, for the benefit of the scientific community. Moreover, high-quality whole genome sequencing data is available for thousands of LCLs, including families, through the 1000 Genomes Project’s website, providing genotype information for high throughput molecular association studies. With an average population doubling time of 24 hours and growth in suspension, high cell densities can be obtained which facilitates reaching appropriate cell numbers for high throughput sequencing-based methods requiring tens of millions of cells (e.g. ChIP-Seq). These unique advantages rendered LCLs a reasonable choice for studying chromatin structure and gene expression regulation (Grubert et al., 2015; Maya Kasowski et al., 2013; Rao et al., 2014; Reddy et al., 2012; Waszak et al., 2015), as well as drug response (Wheeler & Dolan, 2012), most in
association with the cells’ genome. Furthermore, an LCL named GM12878 with publicly available high-coverage genotype data, has been one of the most widely used cell lines used to uncover fundamental functional genomic processes using high throughput sequencing-coupled technologies: (1) it was the cell line for which the first kilobase-resolution genomic 3D map; (2) a model cell line of the ENCODE Project mapping transcription factor binding sites and histone modifications genome-wide and (3) the FANTOM5 Project profiling transcription start sites, (4) and other genome-wide datasets are available for this cell line including GRO-Seq (global run-on sequencing), ATAC-Seq (assay for transposase-accessible chromatin using sequencing) and DRIP-Seq (DNA-RNA hybrid immunoprecipitation sequencing), among others.

2.3.4 LCLs as surrogates for parental B cells

EBV-linked changes to B cell biology have become a field of intensive research in the past decades. The basis of interest includes the extremely high prevalence of latent EBV infection in the human population, the relatively large viral “toolset” to interfere with the host cell’s normal signaling, as well as the widespread use of LCLs in biomedical research. With the emergence of high-throughput nucleic acid-profiling methods, including ChIP-Seq, Bisulfite-Seq and RNA-Seq, one can gain a global perspective on the epigenetic and transcriptomic changes triggered by EBV infection. Research efforts have been primarily focused on comparing the genomic, epigenomic and transcriptomic signatures of parental B cells/PBMCs/PBLs to their derivative LCLs. These studies provide us with an important resource to indirectly assess as to whether potential EBV infection-triggered genomic changes likely contribute to the overall functional genomic variability among LCLs.

A key aspect of the feasibility of LCLs as models for genetic association studies is genomic integrity. Genomic instability may result from EBV infection per se and extensive culturing, although a rapid genomic evolution comparable to that of cancerous cell lines (Ben-David et al., 2018) is not expected. Based on early observations of their relative genetic stability, LCLs have been historically used as continuous sources of DNA for cytogenetics and genotyping (e.g. HapMap Project, 1000 Genomes Project and Genome in a Bottle Consortium) (Gibbs et al., 2015; Jarvis, Ball, Rickinson, & Epstein, 1974; Zook et al., 2016). Series of genome-wide studies conducted by different labs have since confirmed the above assumption, comparing parental cells
and transformed culture, across cell passages and repeated freeze-thaw cycles. McCarthy et al. found a 99.6% concordance between 24 low passage PBMC-LCL pairs, as well as identical Mendelian error rates and levels of heterozygosity (McCarthy, Allan, Chandler, Jablensky, & Morar, 2016). The whole-genome sequencing of an individual’s PBMCs and LCLs revealed that only 0.4% and 0.3% of SNVs and indels were unique to the PBMC and LCL DNA, respectively, which is within the error rate of the used technology (Nickles et al., 2012). Another study found an even lower mismatch rate (0.03-0.12%) by comparing 19 PBMC-LCL pairs, which was not significantly higher than that between controls (Herbeck et al., 2009), and the concordance level was maintained even after 170-180 passages (Oh et al., 2013). Londin et al. estimated an up to 99.8% genomic concordance using exome sequencing (Londin et al., 2011). Mohyuddin et al. estimated the somatic mutation rate to be 0.3% after 90 generations by short tandem repeat (STR) analysis (Mohyuddin et al., 2004). Studies have also shown that copy number variations are not typical to LCLs (Jeon et al., 2007; Nickles et al., 2012). In contrast, probably due to the higher energy demand of the continuously proliferating cells, the mitochondrial genome is multiplicated in LCLs (Chakrabarty et al., 2014; Jeon et al., 2007; Nickles et al., 2012). Late-passage cells (>50), however, may show loss of heterozygosity at several regions (Oh et al., 2013). A study reported mosaic loss of regions spanning > 20 Mb in 4 out of 29 studied LCLs (Shirley et al., 2012). Even though EBV exists as multiple circular episomal copies in the nucleus, there have been reports of genomic integration in LCLs derived from diseased individuals (e.g. Burkitt Lymphoma patients) (Lestou et al., 1993; Takakuwa et al., 2004; Xiao et al., 2016). Overall, the existing literature on the genomic stability of LCLs derived from healthy individuals highlight that the rate of de novo genomic changes associated with EBV infection per se is negligible.

As EBV proteins and ncRNAs have long been known to affect multiple cellular pathways leading to transcriptional changes, the question arises to what extent the LCL epigenome reflects that of its parental B cells. Due to experimental considerations, most studies used genotype-matched whole blood/PBMCs/PBLs, instead of B cells, as a baseline for comparative DNA methylation analyses. This approach has a serious limitation, namely that the proportion of CD19+ B cells among white blood cells in blood is very low (~3% in adulthood) (Morbach, Eichhorn, Liese, & Girschick, 2010), therefore it is expected that the majority of methylation differences between PBMCs and LCLs will reflect bona fide differences between leukocyte
types, rather than changes triggered by EBV infection itself. Notable inconsistency exists in the literature regarding the extent and direction of EBV-induced methylation changes, as well as the retention of inter-individual methylation patterns; also, the mechanism of the observed methylation changes is also far from being clarified. The majority of the genome-wide methylation studies found hypomethylation at the level of both CpG islands and genome-wide after EBV infection (Hansen et al., 2014; Sugawara et al., 2011; Taniguchi, Iwaya, Ohnaka, Shibata, & Yamamoto, 2017). Differences were also found to be associated to some extent with EBV copy number (Caliskan, Cusanovich, Ober, & Gilad, 2011). Caliskan et al. and Sun et al. found that although a large-scale demethylation occurs in case of promoter CpGs and CG nucleotides genome-wide, respectively, most EBV-induced changes between B cells and their derivative LCLs are systemic and reproducible, and inter-individual variability is largely captured by the LCL model (Caliskan et al., 2011; Sun et al., 2010). However, Grafodatskaya et al. highlighted that methylation variability at both individual CpGs and CpG islands is slightly higher among LCLs than among their parental B cells, and the level of variability increases in high passage LCLs, indicating that random (i.e. not reproducible) changes may also emerge as a result of EBV transformation and long-term culturing (Grafodatskaya et al., 2010).

2.3.5 LCLs in genetic association studies

Quantitative trait loci (QTLs) are genomic loci which correlate with quantitative traits. Molecular QTLs are genomic variants which are associated with quantitative molecular traits, including DNA methylation levels (meQTLs), histone modification levels (hmQTLs), transcription factor binding strength (tfQTLs), DNase sensitivity (dsQTL), and gene expression levels (eQTLs). As these traits are often interrelated, one genomic region can be identified as a QTL for multiple molecular traits (e.g. tfQTL, hmQTL and eQTL). Finding genomic regions affecting molecular phenotypes may lead to a better understanding of the nature of genotype-phenotype and phenotype-phenotype interactions, and may serve as a catalogue for forming hypotheses regarding disease mechanisms.

LCLs have been used in QTL studies for the past decade (Banovich et al., 2014; J. T. Bell et al., 2011; Grubert et al., 2015; M. Kasowski et al., 2010; Odhams et al., 2017; Waszak et al., 2015). The primary reasons behind the extensive use of LCLs include: 1) obtaining cell samples
for experimental use – especially from healthy control individuals – is easiest by blood drawing; 2) by infecting B cells with EBV, the resulting LCLs serve as renewable materials for repeated experiments; 3) a high number of LCLs with genotype data are available from public repositories, and 4) their karyotypes and genotypes are generally stable. LCLs are used either as primary models or as validation tools during clinical trial follow-ups. Due to their genotype stability, public genotype data is a reliable resource for association studies without the need for resequencing, and with the improvement of NGS-based methods and decreasing sequencing prices, it is easier to obtain high-quality data. Moreover, multiple consortia and most laboratories publish their functional genomic datasets in data repositories (e.g. GEO and ArrayExpress), enabling the reanalysis of relevant data from multiple sources. High-throughput chromatin conformation studies (e.g. ChIA-PET and Hi-C) enable some form of validation through uncovering chromatin interactions. One of the most widely used and thoroughly characterized cell lines is the LCL named GM12878, from which hundreds of datasets including ATAC-Seq, RNA-Seq, Bisulfite-Seq, various transcription factor and histone ChIP-Seqs and Hi-C have been generated.

Besides seeking associations between the genotype and specific molecular phenotypes, LCLs have been increasingly used as models for pharmacogenomics research. Adding to the above benefits of LCLs, a high number of cell lines can be selected with similar age, gender and race; moreover, LCLs are generally free from in vivo confounders. The current predominant approach to assess genotype-dependent drug response in LCLs is the use of large panels of cell lines from age- sex- and race-matched healthy individuals. Another way to use LCLs is functional follow-up studies, where LCLs carrying the pre-selected variants are used to validate genotype-drug associations predicted in clinical samples or cell line-based screening studies. The so-called triangle approach described by Huang et al. (Huang et al., 2007) may reduce false positive hits by incorporating gene expression data into pharmacogenomic studies. The model assumes that RNA expression is the dominant mediator between genotype and drug response phenotypes. Therefore variants with high significance in all possible associations are the strongest candidates. LCLs have been the models for studies assessing sensitivity to various chemotherapeutic agents (Hartford et al., 2009; Huang et al., 2007; O’Donnell et al., 2010), lipid-lowering-drugs (Mangravite et al., 2010), and antidepressants (Morag et al., 2011), among others.
3 AIMS OF OUR STUDIES

Aim 1. Development and characterization of phage display-based procedure controls for ChIP experiments

ChIP protocols generally lack procedure controls allowing for normalization of uneven sample loss, possibly leading to experimental bias in comparative ChIP experiments. In our study, we aimed to

- Develop a phage display-based spike-in procedure control system to track and normalize for uneven sample loss during ChIP
- Select androgen receptor (AR)-mimicking phages through multiple rounds of in vitro evolution, followed by diversity assessment and ChIP-based AR antibody affinity measurement of polyclonal stocks
- Prepare monoclonal stocks from the highest affinity polyclonal batch, followed by ChIP-based AR antibody affinity measurement of resulting stocks

Aim 2. Assessing lyophilization as an alternative means to archive human cells for RNA-based studies

Lyophilization and room temperature storage has emerged as an alternative and cost-effective method of biosample stabilization for storage and transport. However, its widespread adoption for tissue handling has not yet been taken place. In this work, our purpose is to

- Test whether a cell membrane stabilizer, epigallocatechin-gallate supports cell lyophilization and subsequent RNA- and ChIP-based measurements
- Assess RNA integrity and RNA yield using low-scale methods, and measure multiple gene types at various expression levels by RT-QPCR from samples isolated from LCL cells right after lyophilization in 0.1 M trehalose/PBS, or after two or eight weeks of room temperature storage
• Profile the transcriptome of paired fresh and lyophilized LCLs stored at room temperature for two weeks by mRNA-Seq, and apply QC measures to compare library features, e.g. library complexity, read GC content and read mismatch rate

• Perform various function- and sequence-based analyses to uncover the characteristics of genes downsampled in lyophilized cells

Aim 3. Evaluation of the genotype-independent variability of LCLs at multiple cellular phenotype levels related to gene regulation and response to an external stimulus

So far, little has been known about the extent of functional genomic variability of non-genetic origin among LCLs, a widely used model for genetic association studies. Utilizing isogenic LCLs derived from the same individual, we aimed to:

• Perform basic cell line characterizations, including short tandem repeat analysis, cell cycle stage assessment and immunophenotyping using flow cytometry in order to exclude major differences that might bias our results with functional genomic assays

• Perform ChIP-Seq experiments to map H3 histones acetylated at the 27\textsuperscript{th} lysine residue (H3K27ac) in order to map and compare active gene regulatory element activities genome-wide in isogenic LCLs

• Profile the transcriptome of isogenic LCLs by mRNA-Seq and analyze affected genes and the relationship between chromatin profiles and RNA levels

• Assess the biological functions and other characteristics of variable genes, and to examine a possible relationship between variable pharmacogene mRNA expression and chemotherapeutic drug response on the example of the \textit{DPYD} gene and 5-fluorouracil
4 MATERIALS AND METHODS

4.1 Cell culture

Human B-lymphoblastoid cell lines were obtained from Coriell Cell Repositories as actively proliferating live cultures. Before experiments, three-tiered biobanks were created for each LCL following Sigma-Aldrich’s guideline (https://www.sigmaaldrich.com/technical-documents/protocols/biology/good-cell-banking.html) in order to provide a continuous source of cells with the same number of freeze-thaw cycles and passages. Cells were cultured in RPMI-1640 medium (Sigma-Aldrich, cat. R0883) supplemented with 15 v/v% heat-inactivated FCS (Thermo Fisher Scientific, cat. 10270-106), 2 mM L-glutamine (Sigma-Aldrich, cat. G7513) and 1 v/v% penicillin-streptomycin (Sigma-Aldrich, cat. P4333), and were kept at 37°C in T25 or T75 cell culturing flasks in an upright position. Tier 3 cells (working biobank) were used for all experiments. Table 1 shows the main characteristics of LCLs used in our studies.

Table 1 | The main characteristics of the LCL cells used in our study.

<table>
<thead>
<tr>
<th>Cell line</th>
<th>Alt. name</th>
<th>Pedigree</th>
<th>Age of source</th>
<th>Gender of source</th>
<th>Race of source</th>
<th>Disease state of the source</th>
<th>Relationship with other LCLs</th>
</tr>
</thead>
<tbody>
<tr>
<td>GM22647</td>
<td>sGT_1</td>
<td>-</td>
<td>26</td>
<td>male</td>
<td>CEPH/UTAH</td>
<td>Healthy</td>
<td>These five cell lines were derived from the same individual (five vials of peripheral blood).</td>
</tr>
<tr>
<td>GM22648</td>
<td>sGT_2</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GM22649</td>
<td>sGT_3</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GM22650</td>
<td>sGT_4</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GM22651</td>
<td>sGT_5</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GM12864</td>
<td>Trio_S</td>
<td>CEPH/UTAH 1459, son</td>
<td>N/A</td>
<td>male</td>
<td>CEPH/UTAH</td>
<td>Healthy</td>
<td>Son of GM12872 and GM12873</td>
</tr>
<tr>
<td>GM12872</td>
<td>Trio_F</td>
<td>CEPH/UTAH 1459, father</td>
<td>N/A</td>
<td>male</td>
<td>CEPH/UTAH</td>
<td>Healthy</td>
<td>Father of GM12864</td>
</tr>
<tr>
<td>GM12873</td>
<td>Trio_M</td>
<td>CEPH/UTAH 1459, mother</td>
<td>N/A</td>
<td>female</td>
<td>CEPH/UTAH</td>
<td>Healthy</td>
<td>Mother of GM12864</td>
</tr>
</tbody>
</table>

N/A = information not available
4.2 Short tandem repeat analysis

10^6 cells were washed once with PBS (1 ml), pelleted (500g, RT) and genomic DNA was isolated using Roche’s High Pure PCR Template Preparation Kit (Roche Life Science, cat. 11796828001). Five short tandem repeat (STR) regions (AMELY/AMELX, D18S51, D8S1179, TH01 and FGA) were amplified with the PowerPlex S5 System (Promega, cat. TMD021). We used the ABI PRISM 3100-Avant Genetic Analyzer and the GeneMapper ID software (version 4.1) to detect PCR products and fragment analysis, respectively (Department of Laboratory Medicine, Faculty of Medicine, University of Debrecen).

4.3 Immunophenotyping and cell cycle analysis

For immunophenotyping, we used flow cytometry and eight-colour labeling. PBS-washed LCLs were stained with combinations of fluorescently labeled antibodies in three separate tubes. Table 2 shows the antibodies, clones and fluorochromes used in our studies.

Table 2 | Antibodies, clones and fluorochromes used in our studies.

<table>
<thead>
<tr>
<th>Tube</th>
<th>FITC</th>
<th>PE</th>
<th>PerCP-Cy5.5/PC5.5</th>
<th>PC7</th>
<th>APC</th>
<th>APC-AF750</th>
<th>PB</th>
<th>PO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tube 1</td>
<td>CD23 (9P25)</td>
<td>CD22 (S-HCL-1)</td>
<td>CD5 (L17F12)</td>
<td>CD19 (J3-119)</td>
<td>CD38 (HB-7)</td>
<td>CD81 (JS-81)</td>
<td>CD20 (L27)</td>
<td>CD45 (HI30)</td>
</tr>
<tr>
<td>Tube 2</td>
<td>Kappa (TB28-2)</td>
<td>Lambda (1-155-2)</td>
<td>HLA-DR (L243)</td>
<td>CD19 (J3-119)</td>
<td>CD79b (SN8)</td>
<td>CD43 (DFT1)</td>
<td>FMC7 (FMC7)</td>
<td>CD45 (HI30)</td>
</tr>
<tr>
<td>Tube 3</td>
<td>nTdT (HT-6)</td>
<td>cyIgM (polyclonal)</td>
<td>CD34 (8G12)</td>
<td>CD19 (J3-119)</td>
<td>CD10 (HI10a)</td>
<td>CD24 (ML5)</td>
<td>CD21 (LT21)</td>
<td>CD45 (HI30)</td>
</tr>
</tbody>
</table>

Abbreviations: APC, allophycocyanin; APC-AF750, conjugated allophycocyanin-Alexa fluor 750; cyIgM, cytoplasmic immunoglobulin M; FITC, fluorescein isothiocyanate; nTdT, nuclear terminal deoxynucleotidyl transferase; PB, pacific blue; PC5.5, phycoerythrin cyanin 5; PC7, phycoerythrin cyanin 7; PE, phycoerythrin; PerCP-Cy5.5, peridinin chlorophyll protein 5.5; PO, pacific orange.

Antibodies against CD5, CD10, CD20, CD22, CD24, CD34, CD38, CD79b, CD81, FMC7, HLA-DR, kappa and lambda markers were purchased from Becton Dickinson Biosciences (San Jose, CA); antibodies against CD19, CD23, and CD43 were purchased from Beckman Coulter (Brea, CA); anti-CD21 and anti-CD45 were purchased from Exbio (Prague, Czech Republic);
nTdT and IgM were purchased from Dako (Glostrup, Denmark). Standard procedures were used for surface staining: combinations of labeled antibodies, each at saturating concentration, were added to 10⁶ cells (in 50 μl) and incubated for 15 minutes at room temperature (RT) in the dark. Samples were washed once with PBS and resuspended in 500 μl PBS containing 1% paraformaldehyde. Intracellular staining was carried out after surface staining, strictly following the procedure described for Intrastain (Dako Glostrup, Denmark). 10⁵ events were acquired with a FACS Canto II flow cytometer (Becton Dickinson, San Jose, CA). Data were analyzed by FACS Diva (Becton Dickinson Biosciences, San Jose, CA) and Kaluza Software version 1.2 (Beckman Coulter, Brea, CA). The flow cytometer was calibrated daily, using Tracking fluorescent microbeads (cat. 641319, Becton Dickinson, San Jose, CA) and Autocomp software.

For cell cycle analysis, 2*10⁶ cells were washed with PBS at room temperature and fixed with 70 v/v% ethanol at 4°C. The cells were pelleted by centrifugation and were incubated with RNase (0.5 ml of 2 mg/ml RNase in PBS) and Propidium-iodide (0.5 ml working solution of 100 μg/ml Propidium-iodide, 1% Triton-X-100, 12.7 μM EDTA in PBS) for 30 minutes at room temperature, in the dark. 20,000 events were acquired using a FACS Calibur II flow cytometer (Becton Dickinson, San Jose, CA). Data were analyzed with ModFit LT for Mac 2.0 (Becton Dickinson, San Jose, CA).

4.4 In vitro evolution of transcription factor-mimicking phages

We screened a premade random heptapeptide library (Ph.D™-7 Phage Display Peptide Library Kit, New England Biolabs) against magnetic bead-coupled AR antibody (N-20) (Santa Cruz Biotechnology, cat. sc-816) in Eppendorf LoBind microcentrifuge tubes (cat. Z666548), with four consecutive rounds of biopanning. For each biopanning round, phage peptide library (equivalent to 10¹⁰ or 10¹¹ plaque-forming units (PFUs)) was blocked with 1 ml TBST/BSA (0.1% Tween-20, 1 v/w% BSA in TBS) for 30-60 minutes at room temperature. 10 μg of the AR antibody was added to the phages, and incubated for 10-60 minutes at room temperature, using a rotating rack. A Protein A:Protein G paramagnetic bead mix (50 μl, 1:1 ratio; Life Technologies, 10002D and 10004D) was washed twice with 500 μl TBST/BSA, added to the antibody-phage reactions and incubated for 20 minutes at room temperature on a rotating rack. Beads-antibody-phage complexes were washed ten times with 500 μl TBST/BSA and eluted two times (0.2 M
Glycine-HCl, pH 2.2, with 1 mg/ml BSA) by rotating for 20 minutes at room temperature. We used 150 μl 1M TRIS-HCl, pH 9.1 for neutralizing the acidic elution buffer per ml eluate. The neutralized phage eluate was used to infect 25 ml F+ ER2738 bacterial strain (early-log growth phase), and infected bacteria were grown using vigorous shaking in non-selective LB. Bacterial cultures were centrifuged at high speed twice, and 80% of the supernatant was precipitated at 4°C with 1/6 volumes of 20% (v/w) PEG-8000/2.5M NaCl overnight. Precipitated samples were centrifuged, and pellets were dissolved in TBS. The second round of precipitation was carried out using the same precipitating agent for 1-2 hours on ice and high-speed centrifugation. Phage pellets were redissolved in 200 μl TBS. We used the SmartSpec Plus spectrophotometer from Bio-Rad to measure phage concentration (260 nm) and calculated phage concentration as per the manufacturer’s recommendations. Glycerol was added to the phage stocks at 50% final concentration, and stocks were stored at -20°C. The above stock was used as starting material for three additional rounds of biopanning (10¹⁰ PFUs).

4.5 Phage subcloning

NEB’s phage titering and plaque amplification protocol was used for generating monoclonal phage reagents, with slight modifications. The polyclonal phage stock prepared during biopanning (fourth round) was diluted in LB, and 10 μl was added to 200 μl ER2738 cells (at mid-log growth phase). The infected cells were added to 3 ml 45°C “Top Agar” and, poured onto warmed LB/IPTG/X-gal plates and were incubated at 37°C overnight. The upcoming day, an overnight culture of ER2738 was diluted 1:100 and were grown to OD₆₀₀=0.3-0.5, and individual blue plaques from the LB/IPTG/X-gal plates were resuspended in 1 ml of the ER2738 cells. The cultures were shaken for 4.5 hours at 37°C, and the tubes were centrifuged at 4°C. One-sixth volume of 20% (v/w) PEG-8000/2.5M NaCl was added to 80% of the supernatant and incubated overnight at 4°C. The next day, pellets were redissolved in 200 TBS and precipitated again with 1/6 volume of 20% (v/w) PEG-8000/2.5M NaCl at 4°C, resuspended in 200 μl TBS and precipitated on ice for 2 hours with 1/6 volume 20% (v/w) PEG-8000/2.5M NaCl. The pellet was resuspended in TBS. Concentrations were calculated using NEB’s formula and OD₂₆₀ values (SmartSpec Plus, Bio-Rad). Monoclonal samples were stored at -20°C with 50% glycerol.
4.6 Chromatin preparation and robotic phage ChIP-qPCR

List of buffers:

- Sonication Buffer: 1% SDS; 10 mM EDTA; 50 mM Tris-HCl (pH 8.1)
- IP Buffer: 0.01 v/v% SDS; 1.1 v/v% Triton X-100; 1.2 mM EDTA; 16.7 mM Tris-HCl (pH 8.1); 167 mM NaCl
- Wash Buffer A: 0.1 v/v% SDS; 1 v/v% Triton X-100; 2 mM EDTA; 20 mM Tris-HCl (pH 8.1); 0.15 M NaCl
- Wash Buffer B: 0.1 v/v% SDS; 1 v/v% Triton X-100; 2 mM EDTA; 20 mM Tris-HCl (pH 8.1); 0.5 M NaCl
- Wash Buffer C: 1 v/v% NP-40, 1 v/v% Na-deoxycholate; 1 mM EDTA, 20 mM Tris-HCl, 0.25 M LiCl (pH 8.1)
- TE buffer: 1 mM Tris-HCl, 0.1 mM EDTA (pH 8.0)
- Elution Buffer: 0.1 M NaHCO3, 1% SDS

HEK293T cells were cultured in DMEM (Sigma-Aldrich, D5671), supplemented with 10 v/v% FCS (Life Technologies, cat. 10270-106), 2 mM L-Glutamine (Sigma-Aldrich, G7513) and 1 v/v% Penicillin-Streptomycin (Sigma-Aldrich, cat. P4333-100ML). “Buffer chromatin” was prepared from 1*10^7 HEK293T cells. Cells were fixed with 1 v/v% formaldehyde (Sigma-Aldrich, cat. F8775) for 10 minutes at room temperature, and formaldehyde was quenched using 0.125 M glycine (final concentration) at room temperature for 5 minutes. Cells were washed twice with ice-cold PBS, scraped up from the flask and resuspended in 1 ml PBS. 10^7 cells were resuspended in Sonication Buffer and sonicated using Bioruptor Plus (Diagenode). The sonicated sample was centrifuged, and the supernatant was frozen at -80°C in small aliquots until use. Diagenode’s IP-Star Automated System was used to carry out IP reactions until the bead elution step. IP reactions were prepared in plates by adding buffers and reagents into different wells of each row: 1 μg anti-AR antibody (or isotype-matched IgG) diluted in 100 μl IP buffer; chromatin diluted to 10^5 cell-equivalent/100 μl, 10^6 phage particles, and 1 mM DTT; 100 μl of Wash Buffer A; 100 μl of Wash Buffer B; 100 μl of Wash Buffer C; 100 μl of TE buffer; 100 μl of Elution Buffer and 10 μl of Protein A:Protein G bead mix (1:1 ratio, Life Technologies, 10002D and 10004D). The IP-Star was programmed so that the following IP protocol was performed per reaction: (1) the magnetic bead mix was incubated with AR antibody in IP buffer at 4°C; (2) the
chromatin-phage mix was slowly suspended with the bead-antibody mix for 6 hours at 4°C; (3) complexes were washed at 4°C once with Wash Buffer A; (4) once with Wash Buffer B; (5) once with Wash Buffer C; and (6) once with TE buffer; (7) samples were eluted using Elution Buffer at room temperature. Sonication buffer, IP Buffer and Wash buffers contained 100x Proteinase inhibitor cocktail (Sigma-Aldrich, cat. P8340). 8 µl of 5 M NaCl and 2 µl of 0.5 M EDTA (pH 8.0) was added to the eluates and were incubated at 65°C for 4 hours to overnight. 10 µg RNase A (Sigma-Aldrich, cat. R5503) was added, and samples were incubated for 30 minutes at 37°C, followed by 2 hours of incubation with 10 µg Proteinase K (Thermo Fisher Scientific, cat. EO0491) at 45°C (in a thermoshaker, at 1000 rpm). The High Pure PCR Template Preparation Kit (Roche, cat. 11796828001) was used to purify DNA from eluates and IP Buffer as per the manufacturer’s instructions. M13 universal primers designed by Roche’s UPL Assay Design Center, and UPL probe 48 (human Universal ProbeLibrary Set, 04683633001) was used for qPCR measurement of phage genomes. The LightCycler 480 instrument (Roche) was used to measure amplification signals, and input samples were used to normalize data (2^-ΔCp method).

Sequence of qPCR primers:

M13 forward: 5’ ATTCACTGGCCGTCGTTTTA 3’
M13 reverse: 5’ GGCGATTAAGTTGGGTAACG 3’

4.7 Capillary sequencing

The phage genome was isolated using Roche’s High Pure PCR Template Preparation kit (cat. 11796828001) following the manufacturer’s instructions. We used the -96 gIII primer binding to the M13KE genome at a constant region downstream of the ROI. For details, please refer to NEB’s “Ph.D. Phage Display Libraries” Manual. We used the ABI 310 Avant sequencer to run the sequencing reactions and detect fluorescent fragments. The sequencing reactions were run at the Genomic Medicine and Bioinformatic Core Facility of the University of Debrecen.

4.8 Chromatin immunoprecipitation

The presented method describes the ChIP protocol used for LCL ChIP-Seq.

List of ChIP-Seq buffers:

- ChIP Lysis Buffer: 1 v/v% Triton X-100, 0.1 w/v% SDS, 150 mM NaCl, 1 mM EDTA pH 8.0, 20 mM Tris pH 8.0
For isogenic LCL experiments, we carried out experiments in biological duplicates, i.e.,
cells were originating from different vials of the same freezing batch (biobank tier 3; an equal
number of passages and freeze-thaw cycles), but the resuscitation of cells for replicate one and
two experiments was carried out on separate days. After resuscitation, cells were passaged once
and expanded using standard procedures and reagents. Cell numbers were set to 800,000/ml 12
hours before experiments. Cell harvesting was carried out at the same time-point of the day for all
experiments. 2*10^7 cells were washed with PBS and crosslinked using either single-reagent
crosslinking (1 % methanol-free formaldehyde (Thermo Fisher Scientific, cat. 28908) for 10
minutes at room temperature; for isogenic LCLs) or two-reagent crosslinking (2 mM di(N-
succinimidyl) glutarate (Sigma-Aldrich, cat. 80424-5MG-F) for 45 minutes at room temperature
and then with 1 % methanol-free formaldehyde at room temperature; for trio LCLs). Cell
suspensions were then spiked with glycine (0.125 M final concentration), and incubated with for
5 minutes at room temperature to quench formaldehyde. Fixed cells were washed with ice-cold
PBS, and nuclei were isolated by resuspension in ice-cold ChIP Lysis Buffer and centrifugation
at 4°C (repeated three times). Nuclei were sonicated in 1 ml cold ChIP Lysis Buffer (Bioruptor
Plus, Diagenode; low frequency, five cycles, 30 minutes ON and 30 minutes OFF). Nuclear
debris was sedimemted by high-speed centrifugation at 4°C, and the top 90% of the supernatant
was carried over for further experimental steps. At this step, 50 μl chromatin was set aside and
stored at -20°C until use (as “input” for ChIP-qPCR experiments). Prior to immunoprecipitation
(IP), sonicated chromatin was diluted ten times with cold ChIP Lysis Buffer, and chromatin
equivalent to 5*10^6 cells were immunoprecipitated with 2.5 μg anti-histone H3 (acetyl K27)
antibody (Abcam, cat. ab4729) or isotype control antibody (Santa Cruz Biotechnology, cat. sc-
2027 X) on a rotating rack, overnight, at 4°C. 47.5 μl Protein A-Protein G paramagnetic bead mix (1:1 ratio) (Thermo Fisher Scientific, cat. 10002D and 10004D) per IP reaction was blocked with 0.5 w/v% BSA/PBS overnight, at 4°C. The following day, IP reactions were centrifuged, and the top 90% was incubated with blocked beads for 6 hours on a rotating rack, at 4°C. Capture beads were washed once IP Wash Buffer I, twice with IP Wash Buffer II, once with IP Wash Buffer III and twice with IP Wash Buffer IV for 3 minutes on a rotating rack, collecting beads using a magnetic rack. All buffers were ice-cold and were supplemented with cOmplete Mini proteinase inhibitor tablets (Roche, cat. 11697498001). Beads were eluted twice using Bead Elution Buffer (2x100 μl, 2x15 minutes at room temperature, 1,000 rpm). Input samples were set to 200 μl with Bead Elution Buffer and treated the same way as IP samples during all subsequent steps. Crosslinks were reversed at 65°C overnight, in the presence of 0.4 M NaCl. Eluates were treated with 20 μg RNase A and 40 μg Proteinase K, and DNA fragments were isolated using Qiagen's MinElute PCR purification kit (cat. 28006). DNA concentrations were determined using the Qubit dsDNA HS Assay Kit (Thermo Fisher Scientific, cat. Q32851). Samples were tested before and after library preparation for the presence of selected positive and negative control regions by qPCR. For pre-library qPCRs, IgG-precipitated samples were used as additional controls of IP specificity, and input samples were used as normalizers. The UPL Assay Design Center was used to design primer pairs and appropriate Universal ProbeLibrary probes (Roche Applied Science, Germany). Reactions were run on a LightCycler 480 instrument.

For the lyophilization study, we used the same protocol, but used 5*10^6 (1) fresh cells, (2) cells lyophilized in IMT-2 (0.1 M trehalose, 0.945 mg/ml (-)-epigallocatechin gallate (EGCG) in PBS), (3) cell lyophilized in IMT-2 and fixed with 0.1% formaldehyde (FA), (4) cells incubated with 0.1 M trehalose overnight at 37°C prior to lyophilization in IMT-2, and (5) FA-prefixed cells lyophilized in IMT-2. For assessing the effect of pure EGCG on ChIP efficiency of SPI1 and CT64, we added 2 mM EGCG to the culturing medium 1 hour before cell harvesting. Otherwise, the above protocol was followed.

Sequence of ChIP oligos:

<table>
<thead>
<tr>
<th></th>
<th>Forward (5’ &gt; 3’)</th>
<th>Reverse (5’ &gt; 3’)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPI1</td>
<td>GATGGGAGGGAGAACGTGT</td>
<td>GCATTTGTGGGTTAGAGC</td>
</tr>
<tr>
<td>CT64</td>
<td>CAGCAATTGTGAGGCTCTGA</td>
<td>GCACCTTGTGAGTTTTGCTTG</td>
</tr>
</tbody>
</table>
4.9 MNase profiling

For MNase profiling, nuclei were washed in MNase buffer containing BSA (1x concentration, NEB’s kit, cat. M0247) and proteinase inhibitors, and were treated at 37°C for 30 minutes with MNase enzyme at ratios of 66.6 Gel Units, 22.2 Gel Units and 7.4 Gel Units per 1.5*10^6 nuclei (in 200 μl volume). Reactions were stopped with 20 μl MNase stop solution (5 v/w% SDS, 250 mM EDTA), were supplemented with 280 μl ChIP Lysis Buffer (containing proteinase inhibitors) and sonicated using a Bioruptor Plus sonicator (Diagenode) for 3 minutes at low setting. Cell debris was pelleted at 4°C, and 80% of the supernatant was precipitated with three volumes of absolute ethanol at -20°C overnight. The next day nucleic acids were pelleted at 4°C and were desiccated at room temperature. Fragmented DNA was recovered substantially the same way as during the ChIP protocol: reverse crosslinked (here for 4 hours), treated with RNase A and Proteinase K, and isolated using Quiagen’s MinElute kit. Sample concentrations were approximated using NanoDrop and were run on a 1% agarose gel stained with ethidium bromide, using 1 kb DNA ladder (Thermo Fisher Scientific, cat. 15615-024) as DNA fragment length markers. For ChIP with MNase digestion, we chose and used the 22.2 Gel Units/1.5*10^6 cells setup, and after the mild sonication, chromatins were subjected to the ChIP protocol described in the previous paragraph.

4.10 ChIP-Seq library preparation and sequencing

We followed the TruSeq ChIP Sample Preparation Guide 15023092 B (Illumina, San Diego, CA, USA) with minor modifications to prepare indexed ChIP-Seq libraries, using 10 ng ChIP DNA as starting material. Libraries were pooled and sequenced to a 50-bp read length (single-end) at the Genomic Medicine and Bioinformatics Core Facility (University of Debrecen; NextSeq 500 system) or at the EMBL Genomics Core Facility (Heidelberg, Germany; HiSeq2000 system). We used the bcl2fastq software for demultiplexing sequencing data.

4.11 ChIP-Seq data analysis

Sequencing reads were aligned to the human genome (hg19; GRCh37) using BWA 0.7.10. H3K27ac-enriched genomic regions were predicted using HOMER 4.9.1, and ‘blacklisted’ genomic regions identified by the ENCODE Project were removed using bedtools (subtract). We used DiffBind (Bioconductor) to define the consensus (merged) region set for further analyses.
RPKM values were calculated, replicate samples were clustered, and a correlation matrix was generated using DiffBind. Plotly 3.0.0. (Python) was used for creating the correlation heatmap. We used two-way ANOVA combined with Tukey’s post hoc test (functions: aov() and TukeyHSD()) from the MASS R package to define differentially enriched regions (P value < 0.05, fold-difference > 2). Super-enhancers were predicted from bam files pooled from all replicates (SAMtools). Tag directory was created using HOMER’s makeTagDirectory, and super-enhancers were predicted using findPeaks (HOMER). We used the R package pheatmap to cluster differentially acetylated regions, and data to the read distribution heatmap was generated by annotatePeaks (-hist function; HOMER). Regions were centered to the most central nucleosome-free region (predicted using HOMER’s getPeakTags with -nfr function), and tag densities were visualised using Java TreeView (+/- 1 kb). Closest genes were assigned using bedtools (closest). BedGraphs were visualized using Integrative Genomics Viewer (IGV, Broad Institute). The 3D Genome Browser (Yue Lab, http://promoter.bx.psu.edu/hi-c/index.html) was used to visualize Hi-C data from the GM12878 cell line with 40 kb resolution. PhenoGram was used to visualise differentially acetylated regions over chromosome (sGT_1 vs sGT_2).

4.12 Multiplexed 3C-Seq

We followed the protocol for multiplexed 3C-sequencing described by Stadhouders et al. (Stadhouders et al., 2013) with minor modifications. We washed $10^6$ untreated GM12872, GM12873 and GM12864 cells in 10% FCS/PBS, and fixed in 10% FCS/PBS containing 1% ultrapure formaldehyde (Thermo Fisher Scientific, cat. 28908) for 10 minutes at room temperature, gently rotating the tubes. Reactions were quenched with 0.125 M Glycine/PBS, which was followed by centrifugation at room temperature. Cells were washed twice with ice-cold PBS, resuspended in 3C Lysis Buffer (10 mM Tris-HCl pH 8.0, ten mM NaCl, 0.2% NP-40) containing proteinase inhibitors (Roche, cat. 11697498001), and incubated on ice for 7 minutes. The nuclear prep was washed with ice-cold PBS. Nuclei were pretreated with 0.3% SDS for 1 hour (37°C, 900 rpm) and another hour with 2% Triton-X-100, followed by digestion with 400 U HindIII-HF (NEB, cat. R3104S) overnight at 37°C, followed by another round of digestion with 400 U HindIII-HF for 6 hours. We added 7% SDS, and heat-inactivated HindIII at 65°C for 25 minutes. Nuclei were incubated for 1 hour at 37°C with 5% Triton-X-100 in ligation buffer. Digested samples were ligated with 100 U T4 ligase (NEB, cat. M0202S) in 7 ml final volume at
16°C for 4 hours, followed by de-crosslinking at 65°C overnight in the presence of 3 μg Proteinase K (Thermo Fisher Scientific, cat. EO0491). The next day, samples were incubated with 10 μg RNase A ((Sigma-Aldrich, cat. R5503) for 1 hour at 37°C. DNA was isolated using the phenol-chloroform-isoamyl alcohol (PCI) method (Sigma-Aldrich, cat. P3803I), and stored in TRIS-HCl (pH 7.5) at -20°C (3C library) until the second digestion-ligation round. 10 μg of DNA was digested overnight with 10 units of MseI (NEB, cat. R0525S) at 37°C. Samples were isolated with phenol-chloroform-isoamyl alcohol and ligated using 100 units of T4 ligase at 16°C overnight. Ligation samples were isolated with phenol-chloroform-isoamyl alcohol and resuspended in Tris-HCl (pH 7.5). DNA samples were amplified using Expand Long Range, dNTPack (Sigma-Aldrich, cat. 4829034001) using primers specific to the so-called bait sequence, a region in the P3H2 gene body (inverse PCR). PCR reactions were cleaned up using Qiagen's MinElute PCR purification kit (cat. 28006). We followed the TruSeq ChIP Sample Preparation Guide 15023092 B (Illumina, San Diego, CA, USA) with minor modifications to prepare indexed 3C-Seq libraries. Digestion and ligation efficiencies were checked against appropriate controls using agarose gels. Sample concentrations were measured using the Qubit HS dsDNA kit throughout the protocol, and agarose gels were used to assess digestion and ligation efficiencies. Samples were sequenced (75-bp) at the EMBL Genomics Core Facility (Heidelberg, Germany; HiSeq2000 system).

Sequence of inverse PCR primers:
P3H2_left: CAGTGGTGAGTGCTGTAAAG
P3H2_right: CCCACACTACTAAGGAAAGCTC

4.13 Lyophilization

3*10⁶ cells at log-growth phase were washed with PBS and resuspended in 0.5 ml lyophilization solution containing 0.1 M D-(+)-Trehalose dihydrate (Sigma-Aldrich, cat. T9531) in PBS, in polypropylene microcentrifuge tubes. Cell suspensions were then snap-frozen by immersing in liquid nitrogen and kept on dry ice. Before loading into the freeze dryer, each tube was opened, and a piece of parafilm with seven holes (1 mm diameter each) was placed over the tube’s opening. We loaded the samples into a pre-cooled CoolSafe 110 freeze dryer (ScanVac, LaboGene, Denmark), at a condenser temperature of -110°C (Proteomics Core Facility, University of Debrecen). Lyophilization was carried out at 0.004 mBar for six hours, at an
environmental temperature set to 22°C. After finishing the lyophilization cycle, tubes were closed, and lyophilized cell powders were processed immediately, or stored for two weeks or two months at room temperature (23–25°C) in a tightly sealed, non-transparent box, in the presence of CaCl₂ dihydrate.

4.14 RNA isolation

Total RNA was isolated using the TRizolate method. In the lyophilization project, 3*10⁶ PBS-washed, pelleted cells (control) or lyophilized cell powders (in trehalose matrix or in IMT-2 matrix where indicated in the Results section) or washed lyophilized cells (in IMT-2 matrix; after resuspension in 0.1 ml nuclease-free water and two rounds of PBS washes at room temperature) were resuspended in 1 ml TRizolate (UD-Genomed Medical Genomic Technologies Ltd., cat. URN0103), and vortexed for 5 minutes at room temperature. In the project involving isogenic LCLs, 2*10⁶ cells (biological duplicates, see Chromatin immunoprecipitation section) were washed twice with PBS, resuspended in 1 ml TRizolate, and vortexed for 5 min at room temperature. Chloroform (Sigma-Aldrich, cat. C2432) was added (1:5 ratio), and samples were vortexed for 5 minutes at room temperature, followed by high-speed centrifugation. The aqueous phase was collected and precipitated using isopropanol (1:1, Sigma-Aldrich, cat. I9516), for 10 minutes at room temperature. Pellets were washed twice with chilled 75% ethanol (absolute ethanol: VWR International, cat. 20821.296), and vacuum-desiccated. RNA pellets were redissolved in nuclease-free water (AccuGENE, Lonza, cat. 51200) and incubated at 65°C for 10 minutes. A NanoDrop 1000 instrument (Thermo Fisher Scientific, Waltham, MA, USA) was used to assess sample purity, and concentrations were determined using the Qubit RNA HS Assay Kit (Thermo Fisher Scientific, cat. Q32855). Agilent RNA 6000 Nano microchips (Agilent, Santa Clara, CA, USA) were used to analyze fragment distributions and to determine RIN values according to the manufacturer’s instructions.

4.15 mRNA-Seq library preparation and sequencing

RNA-Seq libraries were prepared from 1 μg total RNA following Illumina’s TruSeq RNA Sample Preparation v2 Guide (with poly(A) selection). Indexed and pooled libraries were sequenced on the NextSeq 500 system using 50-bp (isogenic LCL study) or 75-bp (lyophilization study) read length (single-end). We used the bcl2fastq Conversion Software (Illumina, San
Diego, CA, USA) for demultiplexing the sequencing data based on sample-specific indices. For the isogenic LCL study, all steps related to library preparation, cluster generation, sequencing and base calling were carried out at the Genomic Medicine and Bioinformatic Core Facility (University of Debrecen) using a NextSeq 500 sequencer (Illumina, San Diego, CA, USA). For the lyophilization study, library preparation was performed at the Genomic Medicine and Bioinformatic Core Facility (University of Debrecen), while cluster generation, sequencing and base calling were performed at the 2nd Department of Pediatrics (Semmelweis University) using a NextSeq 500 sequencer (Illumina, San Diego, CA, USA).

### 4.16 mRNA-Seq data analysis

In the lyophilization project, reads were aligned to hg19 (GRCh37) with TopHat v2.0.7 (--max-multihits 1). Transcript abundances were calculated using Cufflinks and UCSC’s gene annotation track. All genes below the FPKM threshold of 1 in all samples were discarded, as were poly(A)-free small RNAs (due to ambiguous capture during library preparation). We used Cuffdiff to find differentially sampled RNAs between control and lyophilized samples (FDR = 0.05). We used the QoRTs package to obtain metadata regarding GC content, per-base mismatch profile, chromosome distribution, gene body coverage and absolute read count per gene. We assessed cumulative gene diversity by plotting the fraction of reads mapping to the top 10, 100, 1,000 and 10,000 genes. RNA biotypes were assigned to genes with available HGNC IDs (retrieved from https://www.genenames.org/) using ENSEMBL v91 annotation. The DAVID Bioinformatics Resources 6.8 tool was used for functional annotation (https://david.ncifcrf.gov/).

We downloaded human lncRNAs (most extended variant) and protein-coding genes (most extended variant with available coding sequence (CDS)) from the HGNC database. DNA sequences were retrieved from ENSEMBL v91 genes using BioMart, and a custom bash script was used to calculate sequence lengths and GC contents. We used the two-tailed non-parametric Wilcoxon rank-sum test (Mann-Whitney U test), which also accounts for the different sample sizes to compare features of control and differentially expressed transcripts. We acquired ARE data from the ARED-Plus database, and draw the Venn diagram using BioVenn.

In the isogenic LCL project, sequencing reads were aligned to the human reference genome hg19 (GRCh37) with TopHat v2.0.7 (--max-multihits 1), we calculated transcript abundances and
filtered bath effects using edgeR and UCSC’s gene annotation track (hg19, Illumina’s iGenomes database, version 07/17/2015). Genes below the CPM threshold of 5 across all samples were discarded. Expression values were represented as RPKM values. EdgeR (ANOVA) was used to identify differentially expressed genes (FDR = 0.05, fold-difference > 2). Z-scores were calculated for each gene per sample using the following formula: $z_{sample1\_gene1} = (\text{RPKM}_{sample1\_gene1} - \text{mean RPKM}_{gene1})/\text{SD}_{gene1}$. The mRNA-Seq heatmap was created using heatmapper (http://www.heatmapper.ca). The DAVID Bioinformatics Resources 6.8 tool was used for functional annotations (https://david.ncifcrf.gov/).

4.17 RT-qPCR

qPCR primers were designed using either Roche’s UPL Assay Design Center (UBR2, TRERF1, PTPRJ, SLC6A4, RXRA and TCL1A assays) or the Primer 3 Plus software (DPYD; ACTB; lncRNAs: MALAT1, GAS5, TUG1; eRNAs: eIRF4_-1.9kb, eSPI1_-16kb and eMYC_-170kb), and were analyzed using the OligoAnalyzer Tool (Integrated DNA Technologies). GAPDH primers were derived from Sigma-Aldrich. Enhancer-associated RNAs were designed based on in-house LCL H3K27ac ChIP-seq and mRNA-seq data, as well as public polIII ChIA-PET (GSM1872887) and GRO-cap (global nuclear run-on sequencing capturing transcription start sites; GSM1480323) data from GM12878 cells. Primer sequences can be found in Table 3.

We treated total RNA samples with RQ1 DNase according to the manufacturer's recommendations (Promega, cat. M6101), and were reversely transcribed using the SuperScript II system (Thermo Fisher Scientific, cat. 18064014). Each reverse transcription (RT) reaction contained 1x FS buffer, 10 mM DTT, 0.5 mM of dNTPs, 0.8 units of the SSII enzyme, and either 0.012 µg random hexamer primers (mRNAs) or 100 nM gene-specific RT primers (lncRNAs and eRNAs) or 0.4 µg oligo-p(dT)15 primers (GAPDH). The thermal profiles were as follows: for mRNAs, 25°C for 10 minutes, 42°C for 50 minutes, 70°C for 15 minutes; for lncRNAs and eRNAs, 42°C for 50 minutes, 70°C for 15 minutes; for GAPDH, 42°C for 2 hours and 70°C for 15 minutes. Reverse transcription negative control reactions lacking the SSII enzyme were prepared for each sample. RT reactions were diluted five-fold with nuclease-free water prior to qPCR. For the assessment of RT inhibition by EGCG, we prepared 20-µl RT reactions containing
the above components for mRNA reverse transcription, as well as 2 µl of 10-fold concentrated EGCG stock to obtain final concentrations between $10^6$ and $10^7$ M.

We amplified target regions using the LightCycler 480 SYBR Green I Master (Roche Applied Science, cat. 04887352001) with 0.375 µM of each primer. The qPCR reactions were prepared in triplicates. The cycling conditions were as follows: 95°C for 10 minutes, 50 cycles of 95°C for 10 s and 60°C for 30 s (mRNAs, lncRNAs and eRNAs, or 95°C for 10 minutes, 50 cycles of 95°C for 5 s, 55°C for 15 s and 72°C for 10 s (GAPDH). Expression levels were quantified using the $2^{-\Delta\Delta\text{C}P}$ method (normalized to ACTB).

Table 3 | Primer sequences used for (RT)-qPCR in our studies.

<table>
<thead>
<tr>
<th>Assay</th>
<th>Forward primer (5'→3')</th>
<th>Reverse primer (5'→3')</th>
</tr>
</thead>
<tbody>
<tr>
<td>DPYD</td>
<td>CGTGTCAAGAAGAGCTGTCCA</td>
<td>GGTCCTCTTCTACGATGACCA</td>
</tr>
<tr>
<td>ACTB</td>
<td>CCCTGGCACCCACGCAC</td>
<td>GGGATCCACACGAGGTAC</td>
</tr>
<tr>
<td>GAPDH</td>
<td>AGTCCCTGCCACACTCAG</td>
<td>ACTTTATTGTGATATGACCA</td>
</tr>
<tr>
<td>TCL1A</td>
<td>GGGAGGAATGGACAGACAAGA</td>
<td>AGGGAGGTGTTGCACTGAAAA</td>
</tr>
<tr>
<td>RXRA</td>
<td>CGAGATCGGCTTACAGG</td>
<td>CATCCCTGTCGGCTCTT</td>
</tr>
<tr>
<td>TRERF1</td>
<td>AGGGTGACAGGAGGACACC</td>
<td>CAGGATTTGAGTGCAGGAC</td>
</tr>
<tr>
<td>UBR2</td>
<td>CCTTCCTTCCTTCCTCCATC</td>
<td>CCAGGAGGGAGGTGTTGAA</td>
</tr>
<tr>
<td>PTPRJ</td>
<td>GTCCCTGTCTAGGTGACATCG</td>
<td>GGGAAGTCAAAACTGGACAGG</td>
</tr>
<tr>
<td>SLC6A4</td>
<td>CATTCTGTTCCGGTCCTT</td>
<td>GTTGGCTATCGCTTCTGCTT</td>
</tr>
<tr>
<td>MALAT1</td>
<td>AAAAGCTACTAAAGGACACTGTTA</td>
<td>TCCAAATTTCTCTTACACTCTTCA</td>
</tr>
<tr>
<td>GAS5</td>
<td>GCCATGAGACTCCATCAGGC</td>
<td>CCTACCCCAAGCTAGGTCG</td>
</tr>
<tr>
<td>TUG1</td>
<td>GTCGAGGACACCCATC</td>
<td>GTGCCGATTAGGCCACAT</td>
</tr>
<tr>
<td>eIRF4_-1.9kb</td>
<td>TGGCAACTGAAGACTCCAGAG</td>
<td>TCAACACTACCCCTCCTCA</td>
</tr>
<tr>
<td>eSPI1_-16kb</td>
<td>CTCTGGAAGGGTCGACAG</td>
<td>GGGCGCTTCTCTGTTTCT</td>
</tr>
<tr>
<td>eMYC_-170kb</td>
<td>ACTCCAAAGTTGACGCCCTCT</td>
<td>GCACACCCGCTGTAACATT</td>
</tr>
</tbody>
</table>

Italicized oligos were used for gene-specific priming.

4.18 5-fluorouracil treatment and MTT assay

The optimal seeding number for 5-fluorouracil (5-FU) treatment was determined to be 20,000 cells per one well of a 96-well plate (for 100 µl final volume), using untreated sGT_1 cells. For the actual assay, sGT_1 or sGT_2 cells were grown to log-growth phase and were washed with indicator-free RPMI (Sigma-Aldrich, cat. R7509) containing 15 v/v% heat-inactivated FCS, 2 mM L-glutamine and 1 v/v% penicillin-streptomycin. 200,000 cells were seeded in quadruplicates per treatment type in wells of a 96 U-well plate (Sigma-Aldrich,
The 5-FU stock solution (TEVA Pharmaceutical Industries; registration number given by the Hungarian National Institute of Pharmacy and Nutrition: OGYI-T-4272/07) was diluted using sterile ultrapure water, and we used two-fold serial dilution in indicator-free RPMI to prepare two-fold concentrated working solutions. 50 µl of 5-FU working solutions were added to the designated wells in the indicated concentrations. Ultrapure water was added to designated wells as a vehicle, and medium-only wells were used as background. Cells were incubated at 37°C and 5% CO₂ for 72 hours. Ten microliters of the MTT stock solution (4.5 mg/ml in PBS) (Sigma-Aldrich, cat. M5655) was added to the wells, and the plate was incubated at 37°C for 6 hours tightly sealed and wrapped in a non-transparent foil. Well, contents were resuspended with 100 µl Lysis Solution (20 w/v% SDS, 20 mM HCl in PBS). The plate was resealed and wrapped, followed by incubation for 1 hour. A VICTOR3 Multilabel Plate Reader (PerkinElmer, MA, USA) was used to measure absorbances at 595 nm. Data were normalized to medium-only wells and was visualized as mean OD₅₉₅ values of the four wells per treatment (+/- SD) divided by the OD₅₉₅ values of vehicle-treated wells.

4.19 Data visualization

We used GraphPad Prism version 6.01 and 7.04 (La Jolla California, USA; www.graphpad.com) or Microsoft Professional Plus 2013 (Excel) (Microsoft, Redmond, Washington, USA) for most visualizations and statistical analyses. All other visualization tools used during the studies were clearly indicated in the relevant Materials and Methods section.

4.20 Data availability

RNA-Seq and ChIP-Seq data related to the studies that form the basis of the present Doctoral Thesis has been made available in the GEO database under accessions GSE106344 (lyophilization study) and GSE121926 (isogenic LCL study).
5 RESULTS

5.1 Development and characterization of phage display-based spike-in procedure controls for ChIP

Here we describe the development and characterization of an AR-mimicking phage control system that may later be used as a spike-in control reagent for AR ChIP experiments, or as an indifferent control in ChIP experiments targeting chromatin-associated proteins other than AR.

5.1.1 Development and characterization of a polyclonal AR-mimicking phage control reagent

We subjected NEB’s Ph.D.™-7 random heptapeptide library to four consecutive rounds of affinity selection with a ChIP-grade anti-AR antibody (cat. sc-816; with 309 citing articles thus far). In theory, phage affinity to (i.e. the fraction of input phages captured by) AR antibody increases, while phage mixture complexity decreases with the number of selection rounds applied. In order to get a general view of the enrichment of certain bases at the 21 variable genomic positions across the selection rounds, we performed capillary sequencing for each of the four polyclonal phage reagents generated (Figure 2). We observed that the number of positions dominated by one type of nucleobase increases, and the guanidine dinucleotide background becomes less dominant with increasing round numbers. It should be noted that obtaining an even less genetically complex polyclonal population by biopanning may be restricted by the facts that various peptide sequences can mimic the AR epitope, multiple codons may code for a single amino acid (degenerated genetic code), and phages affine to the plasticware used during selection may also be present. Moreover, drastically decreasing the complexity of phage libraries may result in the overrepresentation of phages which infect more rapidly growing ER2738 cells, which may be unrelated to the anti-AR-affinity.

We next tested whether the generated polyclonal libraries can be efficiently captured in an IP reaction. We set up an immunoprecipitation (IP) experiment largely carried out by an automated (robotic) system, which recapitulated the steps of a ChIP protocol: each reaction contained crosslinked and sonicated chromatin (from HEK293T cells), anti-AR or isotype control antibody, and $10^6$ phage particles. The ChIPped DNA was subjected to qPCR with primers complementary with non-variable phage genomic regions. We found that the fraction of phages
that could be recovered after the simulated ChIP reaction increased with the number of selection rounds. The isotype control IgG signals, which indicate all non-specific binding (e.g. to plasticware, beads, antibody constant regions, and so forth), remained relatively stable across the four phage batches. Approximately 50% of spiked phages could be recovered using the ‘round 4’ batch (Figure 3).

**Figure 2** | Capillary sequencing of polyclonal AR phage batches produced using four consecutive rounds of biopanning with a ChIP-grade anti-AR antibody.

### 5.1.2 Development and characterization of monoclonal AR-mimicking phage controls

Due to the fact that affinity-selected polyclonal phage mixtures may contain phage clones that are specific to components of the selection environment other than the variable region of the antibody, as well as the general phenomenon that during the regeneration of polyclonal batches there may be a shift in clone distribution (due to variable infectivity and ER2738 growth), we decided to select and test individual AR phage clones for anti-AR-affinity in simulated ChIP experiments. We infected ER2738 cells with highly diluted ‘round 4’ phages, picked and grown individual bacterial colonies from IPTG/X-gal plates, and purified phage clones. We selected the clones that had a high enough yield for subsequent experiments. We used the semi-robotic IP-qPCR method described for polyclonal reagents (for details please refer to the Materials and
Methods section) to measure the percentage of monoclonal phages isolated from the elution buffer. Moreover, we purified phages from the IP buffer as well, which contained the phages not bound to the antibody-bead complex during the immunoprecipitation step. Figure 4 shows the ChIP results of seven AR phage clones. The elution buffer:IP buffer ratio was 50%< for all clones, with one clone with exceptionally high (90%<) affinity to the anti-AR antibody. High affinity is preferred for a phage clone to be used as a spike control for real-world ChIP experiments.

**Figure 3** | Assessment of phage recovery from round 1-4 polyclonal phage stocks, using anti-AR robotic IP followed by qPCR.

**Figure 4** | Assessment of monoclonal AR phage recovery using anti-AR robotic IP followed by qPCR. Phage genomic DNA was quantified from IP buffer and elution buffer.
5.2 Lyophilization as a means to preserve cellular RNA in human cells

We used low- and high-throughput methods to investigate the effect of whole-cell lyophilization per se, as well as weeks of room temperature storage on the quality and quantity of extracted RNA molecules.

5.2.1 RT-qPCR and ChIP-qPCR experiments with LCL cells lyophilized in IMT-2

Based on Arav et al.’s and Natan et al.’s success with mammalian cell lyophilization and recovery of live cells (Arav & Natan, 2012; Natan et al., 2009), we decided to apply IMT-2 solution as lyoprotectant in our pilot experiments. IMT-2 contains 0.1 M trehalose, and 0.945 mg/ml (−)-epigallocatechin gallate (EGCG) in PBS, as both components have been shown to have various properties making them good candidates as cell lyoprotectants, which may facilitate multiple downstream applications including ones requiring intact cells, such as ChIP.

Three batches of human cells were lyophiliized in 0.5 ml IMT-2 and were rehydrated immediately after the lyophilization cycle with 0.5 ml room-temperature ultrapure water. We examined recovered cells under a standard inverse light microscope and found that although cell size and morphology were identical to fresh cells, trypan blue penetrated all lyophilized cells during 5 minutes of incubation. This suggests the presence of membrane discontinuities enabling the rapid penetration of the dye. In line with that, there was no sign of cell proliferation for up to one week of culturing under standard cell culture conditions. Although the used lyophilization method did not provide sufficient protection against membrane damage, our primary aim was to extract intact biomolecules from lyophilized cells. Therefore we decided to assess RNA quality and ChIP DNA complexity from LCL cells lyophilized in IMT-2.

We next lyophilized three LCL batches on three different days in IMT-2, and resuspended lyophilized powders in 1 ml trizol. Total RNA was isolated, and as a first quality control step, sample absorbance spectra were taken. Surprisingly, we found that lyophilized samples had lower OD_{260/230} ratios (P value = 0.03, paired t-test), suggestive of sample contamination with substances with high absorbance around 230 nm. Also, during RNA isolation, we observed that RNA pellets from lyophilized samples, even after ethanol washes, had brownish-grey colour. Running Agilent chip-based electrophoresis to examine fragment distributions, we found relatively high RIN values for lyophilized samples (mean = 7.9), although it was lower than those
for paired controls (P value = 0.03, paired t-test). Although successful RT-qPCR experiments were expected based on RINs, lyophilized samples showed significantly elevated Cp values for a highly expressed housekeeping gene, GAPDH, compared to controls (Figure 5A), which could be reversed by diluting total RNA samples 100-fold prior to reverse transcription (RT) (Figure 5B). This suggests that the RT-qPCR reaction was inhibited by an experimental reagent, possibly EGCG. To prove the inhibitory effect of EGCG, we spiked RT reactions with EGCG at different final concentrations, and demonstrated that the presence of this polyphenol (even at concentrations comparable to those achievable in the blood plasma after green tea consumption (C. S. Yang et al., 1998)), inhibits RT-qPCR in a concentration-dependent manner (Figure 5C). We also found that washing the cells prior to trizol isolation did not lead to a change in RT-qPCR-based measurability (Figure 5D). Noteworthy, it has been reported that EGCG inhibits the reverse transcription step of HIV infection (S. Li, Hattori, & Kodama, 2011). Collectively, when EGCG is used as a lyoprotectant, total RNA isolated with trizol is contaminated with EGCG, which interferes with RT-qPCR reactions.

Although lyophilization in IMT-2 was not proven feasible for RT-qPCR-based RNA quantitation, we decided to check whether lyophilized cells can be used for ChIP-based studies. We first compared four sample types for H3K27ac ChIP efficiency: control cells (not lyophilized), cells lyophilized in IMT-2 after fixation in 1% formaldehyde (FA), cells lyophilized in IMT-2, and cells preloaded with 0.1 M trehalose overnight before IMT-2 lyophilization. Of note, ChIP DNA isolated from cells lyophilized without prior fixation showed a mild brownish discolouration, similarly to RNA pellets (see the previous paragraph). We observed high ChIP efficiency for cells prefixed with 1% formaldehyde prior to IMT-2 lyophilization. However, cells lyophilized without prior fixation showed lower IP efficiency (P value < 0.01) (Figure 6A). All input (unprecipitated chromatin) measurements resulted in similar Cp values, suggesting that qPCR inhibition is less likely the cause for the above phenomenon. Nevertheless, we prepared 10x and 100x dilutions from the IMT-2-lyophilized, H3K27ac-immunoprecipitated samples and measured positive and negative control regions by qPCR. Not surprisingly, relative expression values normalized to the undiluted sample were highly similar for the different dilutions (Figure 6B). As we observed the leakiness of the cell membranes after lyophilization, we hypothesized that FA fixation taken place after lyophilization might overfix cellular structures, leading to less
available chromatin epitopes. Therefore we included one more sample type which was first lyophilized in IMT-2 and were subsequently fixed with 0.1% FA instead of the standard 1%. We found that 0.1% FA fixation or no fixation at all did not improve ChIP efficiency (Figure 6C). We next decided to perform micrococcal nuclease (MNase) digestion of our chromatin. MNase is an exo-endonuclease that digests internucleosomal regions, resulting in characteristic electrophoretic patterns; therefore MNase treatment may be useful to assess the intactness of the beads-on-a-string-level chromatin structure which, in theory, should enable H3K27ac ChIP experiments. Besides control and FA-prefixed, IMT-2-lyophilized cells, chromatin from non-prefixed cells also show the definitive nucleosomal pattern, indicating that lyophilization did not lead to the displacement of histones from genomic DNA (Figure 6D). Our next hypothesis was that the presence of EGCG inhibits the ChIP reaction, regardless of lyophilization. We treated LCL cells for 1 hour with 2 mM EGCG in duplicates and performed H3K27ac ChIP-qPCR. We found that the addition of EGCG resulted in lower IP efficiency of the positive control region (Figure 6E). This might be the result of either biological response to EGCG, or the interference of this substance with the ChIP experiment. The former explanation is supported by evidence on the downregulation of SPI1, the promoter region of which was used in our experiments as a positive control region, by EGCG in differentiating naïve CD4+ T helper cells (J. Wang, Pae, Meydani, & Wu, 2013). As it has been recognized that EGCG affects gene regulation (H.-S. Kim, Quon, & Kim, 2014), and it seemingly penetrate rapidly into the cells (discolouration of precipitated nucleic acids in ~ 5 minutes), we concluded that EGCG should not be used as a cellular lyoprotectant when the downstream applications involve RNA- or chromatin-based studies.
Figure 5 | The effect of (-)-epigallocatechin-gallate as a cell lyoprotectant on RT-qPCR of isolated total RNA. Cp values of the GAPDH mRNA in paired control cells and cells lyophilized in IMT-2 as measured using the same amount of total RNA for reverse transcription, using A) undiluted total RNA and B) diluted total RNA. Vertical lines represent the means. The Cp value differences are indicated over the y-axis (paired t-test, **P value < 0.01). C) RT-qPCR of pure, highly intact (RIN = 10) total RNA spiked with different concentrations of epigallocatechin-gallate. Error bars represent SD values of three replicate qPCR measurements. D) RT-qPCR measurements of total RNA isolated from IMT-2-lyophilized and directly isolated, and paired IMT-2-lyophilized and washed cells. Five-fold dilution series of total RNA samples were used for reverse transcription reactions, and presented qPCR values were normalized to 500 ng input RNA. Error bars represent SD values of triplicate qPCR measurements. RT = reverse transcription; EGCG = epigallocatechin-gallate; n.s. = not significant.
Figure 6. Figure caption can be found on page 54.
5.2.2 **Cellular RNA quality and quantity remains stable during lyophilization and weeks of room temperature storage as measured by standard methods**

First, we decided to examine whether the lyophilization cycle itself affects RNA quality and quantity, using low-throughput methods. LCL cells were lyophilized in 0.5 ml 0.1 M trehalose/PBS for 6 hours in a state-of-the-art manifold freeze dryer (for details, please refer to the Materials and methods section). RNA was isolated immediately and was quantified using fluorometry followed by fragment distribution-based quality assessment by a capillary electrophoresis-based method (Agilent microchip). RNA from lyophilized cells showed no sign of degradation, with similar yields and RIN values compared to RNA isolated from paired fresh cells (N = 6) (Figure 7A-D). RIN (RNA integrity number) values calculated from ribosomal peaks of electropherograms were remarkably high (mean = 9.8), and were not significantly different from paired fresh cells (P values > 0.01). RIN values are a good indicator of overall RNA quality and are therefore routinely used before sensitive high-throughput methods (microarrays and RNA-Seq). The RIN cutoff used in such cases is somehow arbitrary, but samples with RIN > 7 are generally considered eligible for use in both RT-qPCR and high-throughput applications. Notably, however, it has been argued that the integrity of the mRNA fraction, commonly assayed in research, may not be reliably reflected by the RIN, probably due to structural differences between rRNAs and mRNAs (Fleige & Pfaffl, 2006; Mayne, Shepel, & Geiger, 1999; Vermeulen et al., 2011).
Figure 7 | Quality and quantity of total RNA samples isolated from lyophilized LCLs right after, or two or eight weeks of room temperature storage after lyophilization. Yields of RNA samples isolated A) right after lyophilization and B) after two or eight weeks of room temperature storage; RIN values of RNA samples isolated A) right after lyophilization and B) after two or eight weeks of room temperature storage. P values were over 0.01 in all cases (n.s., not significant). RT = room temperature.

We next assessed whether the quantitation of variably abundant mRNAs, long non-coding RNAs (lncRNAs) and the recently described class of enhancer-associated RNAs (eRNAs) shows differences between fresh and lyophilized cells. We chose six genes which span the expression levels of extremely low (RPKM < 1), low (RPKM = 1-10), moderate (RPKM = 10-100), and high (RPKM > 100), based on RNA-Seq data in two LCLs (GM12872 and GM12873). Of note, 65% of detected genes fall into the low or extremely low categories (Figure 8A). We found that all measured genes were amplified to a similar degree in control vs lyophilized cells, regardless of their abundance (Figure 8B). We also measured representative genes from two other RNA classes. Namely, lncRNAs, which have been described as potential disease biomarkers (Fu et al., 2016; Prensner et al., 2014; M.-H. Yang et al., 2015) and eRNAs, potent indicators of enhancer-associated pathological conditions (Jiao et al., 2018; P. Li et al., 2019). Three lncRNAs with clinical relevance (MALAT1, GAS5 and TUG1), as well as three eRNAs at super-enhancers of highly expressed LCL genes (IRF4, SPI1, and MYC) were selected for RT-qPCR. Expression levels between paired fresh and lyophilized GM12873 cells were found to be highly concordant (Figure 9A-B). Collectively, these results suggest that lyophilized cellular samples enable accurate gene expression quantitation by RT-qPCR.
Figure 8 | RT-qPCR measurement of mRNAs in paired control and lyophilized cells. A) Violin plot of log₂RPKM values of genes selected for qPCR quantitation based on previous RNA-Seq data of fresh LCL cells (GM12872, GM12873). The numbers in brackets represent RPKM values. B) ACTB-normalized RT-qPCR expression values per gene, for each cell line (P values > 0.01; n.s. = not significant).
Figure 9 | RT-qPCR measurement of lncRNAs and eRNAs in paired control and lyophilized cells. A) ACTB-normalized expression of three lncRNAs and B) three eRNAs in GM12873 cells between paired control and lyophilized cells (P values > 0.01; n.s., not significant).

5.2.3 RNA-Seq reveals a highly similar transcriptome profile between control and lyophilized cells

Three total RNA samples isolated from lyophilizates stored for two weeks at room temperature, together with their paired control samples, were selected for transcriptome-wide analysis by RNA-Seq. Libraries were prepared using poly(A) selection and were sequenced using Illumina’s NextSeq500 platform to read numbers over 1.5*10^7 (Table 1). Overall library qualities can be inferred by calculating standard quality metrics, including the percentage of uniquely mapping reads and duplicated reads. These metrics may vary from experiment to experiment, affected by various factors such as cell type, library type and sequencing conditions. These quality metrics, therefore, should be similar within an experiment. Table 4 summarizes basic metrics, as well as raw read numbers and the number of predicted genes for each sample. The fraction of uniquely mapping reads were over 90% for all samples, with -2.6% to 0.4% deviation from the median. Reads with identical starting positions occur in libraries predominantly due to
sampling and library fragmentation bias. However, as these may also represent PCR duplicates or signal sequencing artifacts in case of low quality or quantity samples, duplication rate is commonly assessed before RNA-Seq analysis (Parekh, Ziegenhain, Vieth, Enard, & Hellmann, 2016). Duplication rates ranged from -13.6% to 6.7% compared to the median. Based on the best practices described by Conesa et al., quality metrics should show less than 30% disagreement so as not to consider a sample an outlier (Conesa et al., 2016); thus, all of our samples were included in further analyses. The above observations suggest that libraries of lyophilized samples were of high quality, showed sufficiently high complexity and that none of the experimental steps, including lyophilization and room temperature storage, induced base modifications affecting read mappability, which contrasts with findings in formalin-fixed and paraffin-embedded samples where mapping quality decreased due to formalin-induced base changes (Esteve-Codina et al., 2017; Graw et al., 2015).

Table 4 | Per sample RNA-Seq library information.

<table>
<thead>
<tr>
<th>Sample pair</th>
<th>Sample name</th>
<th># raw reads</th>
<th>% deviation of UMRs from the median</th>
<th>% deviation of DR from the median</th>
<th># expressed genes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pair 1</td>
<td>Control 1</td>
<td>15 173 243</td>
<td>-2.6</td>
<td>+7.5</td>
<td>11 017</td>
</tr>
<tr>
<td></td>
<td>Lyo 1</td>
<td>27 984 754</td>
<td>0.1</td>
<td>-12.9</td>
<td>10 918</td>
</tr>
<tr>
<td>Pair 2</td>
<td>Control 2</td>
<td>20 352 186</td>
<td>-0.1</td>
<td>+5.5</td>
<td>10 979</td>
</tr>
<tr>
<td></td>
<td>Lyo 2</td>
<td>27 149 029</td>
<td>0.1</td>
<td>-6.8</td>
<td>10 881</td>
</tr>
<tr>
<td>Pair 3</td>
<td>Control 3</td>
<td>24 497 577</td>
<td>-0.2</td>
<td>+0.8</td>
<td>11 035</td>
</tr>
<tr>
<td></td>
<td>Lyo 3</td>
<td>22 484 771</td>
<td>0.4</td>
<td>-0.8</td>
<td>10 970</td>
</tr>
</tbody>
</table>

UMRs = uniquely mapping reads; DR = duplication rate.
In order to obtain a deeper insight into library quality, we calculated read GC content, chromosomal distribution, biotype distribution, gene body coverage, cumulative gene diversity and per base mismatch rate (Figure 10). It has been described that GC bias in RNA sequencing reads, which tend to be sequencing lane-specific, may affect gene expression measures and other downstream analyses (Risso, Schwartz, Sherlock, & Dudoit, 2011). Therefore we calculated the fraction of purine bases for each sequencing read and mapped the percentage of reads with certain GC% values. The resulting GC plots showed that most reads fell to the 37-39% region of an approximately normally distributed data, with no GC shifts or peaks observed at the tail regions (Figure 10A). The majority of reads mapped to the autosomes, and although slight differences occurred between samples, differences were consistent within cell batches (control-lyo pair), suggesting that cell states at harvest may have been responsible for the observed differences (Figure 10B). Most reads mapped to protein-coding genes in all samples, and there was no statistically significant difference between control and lyophilized samples (Figure 10C). Differences between input RNA sample integrity may be reflected by gene body coverage of genes. Figure 10D suggests that there was no pronounced mapping bias towards each end of genes at the upper middle quartile read count range, indicating that there was no 5’ or 3’ bias suggestive of degradation or strand cleavage. Figure 10E shows the fraction of reads mapping to the top 10, 100, 1,000, and 10,000 genes, denoted as „cumulative gene diversity”. This metric is aimed at showing the domination of reads mapping to a few highly expressed genes, characteristic to inferior library complexity. The plots show highly similar library complexities (19-22% falling to the top 100 genes; 50-53% falling to the top 1000 genes). The first pair shows a slight left shift, which may reflect a phenomenon of biological origin rather than experimental inconsistency. We next assessed whether lyophilization and/or room temperature storage lead to base changes, leading to increased mapping mismatch rate. Of note, mismatches may represent natural variation compared to the reference genome in use, as well as results of various physical and chemical exposures. In formalin-fixed and paraffin.embedded samples, for example, G>A and C>T transitions occur relatively frequently. We found no statistical difference across the read length, as represented by Figure 10F (as exemplified by the C>G mismatch ratio, compared to the hg19 reference genome).
After assessing overall library quality for each sample, we performed differential gene expression analysis. We found very high correlation between control and lyophilized datasets (r² = 0.99), and identified 28 genes significantly downsampled in lyophilized samples (differentially expressed genes, DEGs; FDR = 0.05) (Figure 11A). The fold-difference between controls and lyophilized samples ranged from 1.94 to 4.25 (median = 2.31), with lowly expressed genes showing higher fold-difference (Figure 11B). Among the DEGs were 21 protein-coding genes (PCGs), six lncRNAs and one pseudogene. Gene ontology analysis uncovered the enrichment of the term ‘DNA-templated transcription’ (GO:0006351; P value = 2.0*10⁻⁵; child term: ‘Transcription by RNA polymerase II’, GO:0006366, P value = 2.2*10⁻⁵). Such transcriptional regulators included POLR2A, CIC, INTS1, KDM6B and KMT2D. This finding is consistent with previous studies describing higher degradation rates of transcriptional regulators under standard culturing conditions and after room temperature storage of cells in liquid media; short half-lives of transcription factors in cells have been shown in both physiological and non-physiological conditions (Baechler et al., 2004; Rabani et al., 2011; Schwanhäusser et al., 2011; Sharova et al., 2009; E. Yang et al., 2003). Our result suggests the presence of some residual cellular decay activity in dried cells, affecting genes with special transcript features.

**Figure 10** (page 61) | RNA-Seq quality metrics for paired control and lyophilized samples. A) The fraction of reads with certain GC%. B) Chromosome distribution of sequencing reads (GM12873 cells are derived from a female donor). C) The fraction of reads mapping to certain RNA classes reads (P values > 0.01, all comparisons; paired t-test). D) Gene body coverage profile of genes in the upper middle quartile expression range; exonic regions had been previously divided in percentiles (bins of 2.5% coding length) (P values > 0.01, all comparisons; paired t-test). E) Cumulative gene diversity as assessed by plotting the fraction of reads mapping to the top 10, 100, 1 000, and 10 000 genes (by read counts) (P values > 0.01, all comparisons; paired t-test). F) A representative mismatch profile (C>G mismatch rate), plotting mean +/- SEM; corrected for multiple testing, P values > 0.01).
Figure 10. Figure caption can be found on page 60.
Characteristics of genes downsampled in lyophilized samples. A) Mean RPKM values from lyophilized samples plotted against those of the controls (RPKM>1 in at least one sample). B) Fold distribution of DEGs plotted against RPKM values of controls (mean values of three replicates).

5.2.4 Characteristics of downsampled RNAs

Next, we decided to uncover the distinctive features of DEGs. First, we analyzed the read coverage of DEGs across the gene length in control any lyophilized samples, using meta-transcripts (40 bins, containing only exonic regions). Such analysis would shed light on 3’ mapping bias, which may result from the wash-off of the 5’ ends of cleaved RNA strands during poly(A)-selection. We calculated read coverage ratios for each bin per gene, and we found that most DEGs did not show 3’ bias (P value > 0.01; N = 16). However, 8 DEGs showed significant positive, and 1 DEG (the lowly expressed LINC01374) showed a significant negative correlation between 3’ distance and read count ratio (P value < 0.01) (Figure 12A). Figure 12B shows mapped read counts and read count ratios across the length of the AGRN gene, as an example. Overall, although most DEGs did not show different read distributions between control and lyophilized samples (i.e. uniform reduction across the transcript), for some transcripts, strand cleavage might have contributed to the observed decreased expression.

As a next step, we focused on transcript properties that may have been responsible for accelerated DEG decay in lyophilized samples. Downsampled IncRNA transcripts and protein-coding RNAs 5’ untranslated region (5’UTR) + coding sequence (CDS) + 3’ untranslated region (3’UTR) were shown to have significantly higher transcript length and GC fraction than all
corresponding human transcripts (P value < 0.0001, Mann-Whitney test) (Figure 12C-D). We also found that the length of the CDS, as well as the GC fraction of the CDS and the 5’UTR and 3’UTR, were significantly higher for DEGs (P value < 0.001; Mann-Whitney test) (Figure 12E-G).

The presence of 3’UTR AU-rich elements (AREs) had been associated with a shorter half-life as a result of ARE-binding protein-mediated poly(A) degradation (C. Y. Chen & Shyu, 1995). Twelve protein-coding DEGs (57%) were listed as containing at least one 3’UTR or intronic ARE in the ARED-Plus database (Bakheet, Hitti, & Khabar, 2018). Of note, the DEGs with downsampled 5’ transcript end and ARE-containing DEGs showed only a modest overlap (2 DEGs with both) (Figure 12H), suggesting that either fragmentation or ARE-mediated decay might be responsible for the downsampling of differentially expressed protein-coding transcripts.

---

**Figure 12 (page 64) | Transcript properties of DEGs.** A) Read count ratios across meta-transcripts (assembled from exons and divided to 40 bins) for the 9 DEGs with end bias (linear regression; P value < 0.01) and 19 DEGs without end bias. B) Mean mapped read counts (+/- SEM) for each sample group and read count ratios over the AGRN metatranscript. Box-and-whisker plots of C) transcript lengths and GC% of human vs. DE lncRNAs; D) cDNA length and cDNA GC%, E) CDS length and CDS GC%, F) 5’UTR length and 5’UTR GC%, and G) 3’UTR length and 3’UTR GC% of all human vs. DE protein-coding transcripts. H) Proportional Venn diagram showing the overlap between DE RNAs containing ARE(s) and DEGs with 5’ bias. The box-and-whisker plots display medians as horizontal lines and interquartile ranges as boxes, as well as minimum to maximum values as whiskers. DE = differentially expressed; PCG = protein-coding gene; n.s. = not significant.
Figure 12. Figure caption can be found on page 63.
5.3  Characterization of isogenic LCLs at multiple cellular phenotype levels

5.3.1  Basic characterization of isogenic LCLs

A set of five LCLs were selected from Coriell Cell Repositories, a major source of LCLs for biomedical research, as a model system to characterize the extent and nature of genotype-independent variability among LCLs at the levels of selected cellular phenotypes. The five isogenic LCLs, namely GM22647, GM22648, GM22649, GM22650 and GM22651 (denoted as sGT_1, sGT_2, sGT_3, sGT_4 and sGT_5, respectively, where sGT stands for “the same GenoType”), had been derived from five collection tubes of blood drawn from the same CEPH/UTAH 26-year-old healthy male (Shirley et al., 2012). PBMCs from the five tubes had been independently infected with a common laboratory EBV strain (B95-8), expanded and archived at Coriell. Therefore the procedure of isogenic LCLs preparation was largely equivalent with the one used during LCL preparation from genetically unrelated individuals. A study from the cell lines’ source laboratory compared the genotypes of the five LCLs with the genotype of the parental cells (PBMC) and found high concordance at the levels of SNVs and indels. Moreover, they found no evidence for the presence of mosaic regions and chromosomal aberrations (Shirley et al., 2012).

The following actions were taken to exclude the majority of cell line handling-related confounders: 1) isogenic LCLs were shipped together from Coriell as live cultures, screened by the company for bacterial, viral and fungal infections; 2) a three-tiered biobank was created from all cell lines to provide working batches of cells with the same number of freeze-thaw cycles and passages (N = 14) for multiple experiments; 3) the five cell lines were handled in parallel during biobanking and experiments; 4) cell harvesting for epigenomic and transcriptomic profiling were carried out at the same time point of the day (excluding circadian effects); 5) and we used biological replicates to exclude differences due to random fluctuations. Using cell lines prepared from the same individual and excluding cell culturing-related confounders, isogenic LCLs represent a suitable model for exploring molecular phenotype variability among LCLs.

Prior to experiments, we decided to verify that the cell lines are of the same genetic origin, have diploid genotypes, and have a similar cell cycle progression. We used short tandem
repeat (STR) analysis to confirm the same genetic background of the cells, and that the male sex chromosome is present. We assessed four autosomal (D18S51, D8S1179, TH01 and FGA) and one allosomal (Amelogenin; AMELX and AMELY on the X and Y chromosomes, respectively) short tandem repeat by electrophoresizing fluorescently labelled PCR products of the selected regions (Figure 13). PCR product sizes were found identical between the cell lines, and both AMELX and AMELY variants were present. This result indicates that the isogenic cell lines were indeed derived from the same male individual and that there was no sign of contamination with genetically distinct cells.

![Figure 13](image)

**Figure 13** | Capillary electropherograms of PCR-amplified short tandem repeat regions.

The propidium-iodide intercalator was used for counting the fraction of cells at each stage of the cell cycle (G0-G1, S, G2-M) and for assessing ploidy. We found that the cell lines had similar cell cycle stage distributions, and DNA indices (calculated DNA content per nucleus per haploid genome size) for all cell lines were below 1.1, indicating euploidy (Figure 14). The presented results suggested that the main characteristics of the selected five isogenic LCLs were similar, therefore are suitable for our study.
Figure 14 | The percentage of cells at each cell cycle stage and DNA indices calculated for isogenic LCLs based on propidium-iodide staining.

5.3.2 Intra- and inter-cell-line variability of isogenic LCLs at the level of protein surface markers as assessed by flow cytometry

After basic cell line characterizations, we decided to compare the expression of selected immune cell protein markers between isogenic LCLs using flow cytometry-based immunophenotyping. The method allowed us to identify the source cell type, assess surface marker expression heterogeneity within cell lines and cell line clonality.

It has been described that commercially available LCLs are commonly mono- or pauciclonal, and that cell line complexity (the number of constituent clones) quickly decreases during culturing (Plagnol et al., 2008). As LCLs are derived from B cells, clonality can be assessed based on measuring the cell surface expression of the kappa (κ) and the lambda (λ) immunoglobulin light chains; as light chain restriction is indicative for neoplasia, the method is widely used in the clinics to characterize leukaemias. In a mature B cell, as a result of DNA rearrangement during cell maturation, either the kappa or the lambda light chain is expressed (a.k.a. light chain exclusion). As the selection of a light chain is random, the ratio of kappa chain- and lambda chain-expressing B cells in the blood of a healthy individual is between 1-2 (O’donahue, Johnson, Hedley, & Vaughan, 2018). Flow cytometric analysis of isogenic LCLs
double-stained with fluorescent anti-kappa and anti-lambda antibodies suggested that one cell line (sGT_4) was lambda-restricted monoclonal (with dim lambda expression), but pauciclonality cannot be excluded; while the other four cell lines expressed both light chains at various ratios: sGT_2 and sGT_3 were possibly polyclonal, and although sGT_1 and sGT_5 possibly represent a lower level of complexity, they were also derived from multiple B cell clones (Figure 15A). Assessing mRNA expression from the IGL and IGK loci by RNA-Seq supported our findings with flow cytometry (Figure 15B).

**Figure 15 | Protein- and RNA-level expression of kappa and lambda immunoglobulin light chains in isogenic LCLs.** a) Scatter plots display Lambda-PE and Kappa-FITC fluorescence intensities for the five isogenic LCLs, as well as the events falling within the lambda and kappa gates. b) RNA-level expression of the immunoglobulin lambda and immunoglobulin kappa loci (mRNA-Seq, N = 2).

Immunophenotyping is commonly used in the context of laboratory diagnostics to seek for leukaemia markers in blood samples, as well as in basic science. We used a panel of twenty antibodies in different combinations (for details, please refer to Materials and Methods) to confirm cell type of origin, clonality (see the previous section) and expression heterogeneity in isogenic LCLs. Overall, the cell lines showed expression patterns characteristic to mature B cells (CD19+, CD20+, CD22+, CD23+, CD45+, HLADR+, dim FMC7+, dim CD21+, dim CD43+, dim CD38+, dim CD103+, dim CD71+, dim CD56+, dim CD68+, dim CD43+, dim CD45RO+).
CD5-, CD10-, CD34-, and nTdT-). Interestingly, however, the pan B cell marker CD24 was not present in either of our cell lines (0.6-1.9% CD24+ cells). This might be the result of EBV infection, as EBV infection has been reported to diminish CD24 levels (Karran et al., 1995). Moreover, all isogenic LCLs were negative to CD79b encoding the beta component of the B cell receptor. The fraction of cells positive to certain markers showed high variability between the cell lines: CD81 was exposed in 54-76% of individual cells, 20-87% of cells stained positive for the activation marker CD38, and the expression of pre-B cell marker cytoplasmic immunoglobulin M (cyIgM) showed a marked difference between the cell lines (1-84%) (Table 5). In summary, isogenic LCLs were confirmed to have been derived from human B cells, and the expression of certain immune markers (CD81, CD38, cyIgM) high variability between the cell lines.

**Table 5 | Protein marker profile of isogenic LCLs.**

<table>
<thead>
<tr>
<th>Marker</th>
<th>sGT_1</th>
<th>sGT_2</th>
<th>sGT_3</th>
<th>sGT_4</th>
<th>sGT_5</th>
</tr>
</thead>
<tbody>
<tr>
<td>CD19</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>CD20</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>CD22</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>CD23</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>CD45</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>HLA-DR</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>CD21</td>
<td>dim</td>
<td>dim</td>
<td>dim</td>
<td>dim</td>
<td>dim</td>
</tr>
<tr>
<td>CD43</td>
<td>dim</td>
<td>dim</td>
<td>dim</td>
<td>dim</td>
<td>dim</td>
</tr>
<tr>
<td>FMC7</td>
<td>dim</td>
<td>dim</td>
<td>dim</td>
<td>dim</td>
<td>dim</td>
</tr>
<tr>
<td>CD10</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CD34</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CD5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CD79b</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>nTdT</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CD24</td>
<td>0.6%</td>
<td>1.1%</td>
<td>1.2%</td>
<td>1.9%</td>
<td>1%</td>
</tr>
<tr>
<td>CyIgM</td>
<td>1%</td>
<td>84%</td>
<td>36%</td>
<td>15%</td>
<td>10%</td>
</tr>
<tr>
<td>Lambda</td>
<td>5%</td>
<td>59%</td>
<td>36%</td>
<td>dim</td>
<td>13%</td>
</tr>
<tr>
<td>Kappa</td>
<td>95%</td>
<td>36%</td>
<td>60%</td>
<td>-</td>
<td>86%</td>
</tr>
<tr>
<td>CD81</td>
<td>54%</td>
<td>54%</td>
<td>58%</td>
<td>74%</td>
<td>76%</td>
</tr>
<tr>
<td>CD38</td>
<td>87%</td>
<td>87%</td>
<td>63%</td>
<td>20%</td>
<td>64%</td>
</tr>
</tbody>
</table>

Dim = positive staining with low fluorescence intensity.
5.3.3 Marked differences in gene regulatory element activities among isogenic LCLs

We next decided to profile isogenic LCLs with regard to gene regulatory element activity using chromatin immunoprecipitation sequencing (ChIP-Seq) in biological duplicates. Active promoters and enhancers are known to be enriched for nucleosomes containing acetylated H3 histone at the 27th lysine residue (H3K27ac). Therefore it serves as a general gene regulatory element activity mark (a.k.a. active histone mark). The deposition of H3K27ac is guided by transcription factors and histone acetyltransferase activity.

In order to get an overall view of the level of similarity between LCLs in the same genotype context, we first derived a ‘consensus’ set of autosomal active regulatory regions by merging predicted H3K27ac-enriched regions (overlapping in at least two samples) across the replicate measurements of isogenic LCLs, as well as three LCLs derived from a CEPH/UTAH trio (mother, father and son), the members of which were genetically unrelated to the isogenic LCLs. We drew a heatmap of calculated pair-wise correlation scores and found that although the correlation coefficients were remarkably high across the isogenic LCL dataset (between 0.9 and 0.97), biological replicates clustered together, indicating that isogenic LCLs have their unique epigenetic profile. Not surprisingly, the correlation coefficients were generally lower between genetically distinct cell lines, clearly distinguishing the trio cell lines from isogenic LCLs (Figure 16).

For our further analyses, we defined an isogenic LCL-specific ‘consensus’ set of regions using only the isogenic LCL dataset (including both autosomal and allosomal sites), resulting in a working set of 42,923 regions. We calculated normalized ChIP-Seq read counts (RPKM values; reads per kilobase per million mapped reads) sample-wise over the consensus set. Strikingly, we found that almost one-fourth of consensus regions (9,685 sites) had variable H3K27ac enrichments across isogenic LCLs (RPKM fold-difference > 2, P value < 0.05, between at least two cell lines; for details, see Materials and Methods) (Figure 17). When we compared each pair of cell lines, we found 1,056 to 4,174 variable regulatory elements (fold-difference > 2, P value < 0.05) (Figure 18).
Figure 16 | Correlation heatmap of H3K27ac signals over a consensus set of autosomal genomic regions in four individuals: a CEPH/UTAH trio (Trio_F = father; Trio_M = mother; Trio_S = son) with three different genotypes marked as GT1-GT3, and the CEPH/UTAH male from whom the five isogenic LCLs of this study was prepared (GT4; sGT_1-sGT_5). GT = genotype.

Figure 17 | Percentage of consensus regions showing variable (fold-difference > 2, P value < 0.05, between at least two cell lines) and non-variable H3K27ac enrichment across the five isogenic LCLs.

Next, we performed a genomic feature association analysis, comparing regions with variable and non-variable H3K27ac levels across all cell lines. We found that intergenic regulatory elements (enhancers) were highly affected, while promoter regions were under-
represented in the variable set. These observations indicate that H3K27 acetylation levels are relatively stable at promoter elements across the cell lines and that this kind of robustness is not characteristic to intergenic enhancers (Figure 19).

![Figure 18](image1.png)

**Figure 18** | Pairwise comparison of isogenic LCLs based on their H3K27ac signals over the consensus set of regions (fold-difference > 2, P value < 0.05).

![Figure 19](image2.png)

**Figure 19** | The fraction of variable and non-variable regions mapping to certain Genome Ontology annotation categories.

5.3.4 **Coordinated loss or gain of gene regulatory element activities over extended genomic regions**

In the next step, we decided to assess whether the activity of super-enhancers (SEs), a distinct class of regulatory elements also vary between isogenic LCLs. Super-enhancers have been described as linearly clustered gene regulatory elements less than 12.5 Kb apart from each other, spanning several kilobases. SEs are characterized by distinct chromatin signatures, are highly active, and are commonly found in the close proximity of key cell identity genes and oncogenes (Lovén et al., 2013; Whyte et al., 2013). Dysregulation of SEs has been associated with several pathological conditions, including autoimmune diseases and cancer (Farh et al., 2013).
We predicted SEs from H3K27ac ChIP tags pooled across all samples, which resulted in 1,058 putative SEs (Figure 20). The predicted SEs were located in the proximity of genes involved in B cell and immune functions, including the B cell master regulator transcription factor PAX5 and IRF2. Moreover, several predicted SEs have recently been identified as being formed as the result of EBV infection (EBV super-enhancers, e.g. BCL2, ETS1, MIR155 and MYC) (H. Zhou et al., 2015). We found that although almost half of the SEs (518; 49%) contained at least one constituent enhancer element that had been classified as variable, changes in H3K27ac levels over the whole SE regions were modest; only 31 (or 2.9%) were found variable (P value < 0.05, fold-difference > 2) across isogenic LCLs (Figure 21). This finding suggests that individual SE elements may vary across cell lines without seriously affecting SE activity per se. Super-enhancer activity differences show a linear relationship with the expression of the closest gene (Figure 22). Genes closest to variable SEs were associated with immune functions such as leukocyte activation (5.5*10^{-4}) and leukocyte cell-cell adhesion (5.6*10^{-4}). Transcription factor activity (P = 1.2*10^{-2}) and LPS (lipopolysaccharide) binding (P = 3.2*10^{-2}) were among the most enriched molecular functions.

![Figure 20](image)

**Figure 20** | H3K27ac ChIP-Seq tag counts over typical and super-enhancers (SEs), ranked by tag count; the black dots represent SEs which are associated with genes related to B cell-specific and immune functions or related to EBV infection.
Figure 21 | The percentage of super-enhancers with variable H3K27ac enrichment across the five isogenic LCLs (fold-difference > 2, P value < 0.05).

Figure 22 | Correlation between H3K27ac variability over super-enhancers and the expression of the closest expressed gene; z-scores were plotted against each other, for all possible comparisons (N=155).

As the definition and therefore, the prediction of super-enhancers is somehow arbitrary, we took an alternative approach to assess whether coordinated loss or gain of regulatory element activity extends to non-super-enhancer regions as well. We found that variable enhancers cluster based on the direction of change (e.g. sGT_1 > sGT_2 and sGT1 < sGT_2) over long genomic regions not previously classified as super-enhancers The karyogram on Figure 23 shows the relationship between H3K27ac signal intensities over variable regions of chromosome 3, between sGT_1 and sGT_2 cell lines. An approximately 4 Mb-long region is presented, including BedGraphs of isogenic cell lines and a public LCL Hi-C (chromosome conformation capture of all chromatin contacts coupled with sequencing) dataset, which shows that coordination may extend through multiple topologically associated domains (TADs), and signal direction may also switch from one TAD to another (Figure 23).
Figure 23 | Long-range coordination of enhancer activity in LCLs. The heatmap shows Hi-C contact frequencies over a ~4 Mb-long genomic region on chromosome 3 (GM12878 cell line), blue and yellow vertical lines show predicted topologically associated domains (TADs), while black horizontal lines show DNase hypersensitive sites (DHSs). Red arrows indicate the direction of change between the two cell lines. BedGraph tracks at the same genomic location from sGT_1-sGT_5 are shown. Variable sites are represented as blue vertical lines under the BedGraphs. The karyogram shows variable sites between sGT_1 and sGT_2, coloured based on the direction of change.

In order to assess whether the long-range coordinated change is associated with chromatin contact frequencies, we used the trio LCLs, which show high (mother), moderate (child) and low (father) H3K27ac signals around the P3H2 gene, which is located in the 4-Mb region described above (Figure 24). We performed multiplexed 3C-Seq in the trio cells using a P3H2 promoter-proximal region as a bait. When compared to the H3K27ac signals, we found that chromatin contact frequencies correlate with histone acetylation signal. Notably, this kind of experiment has no power to suggest causality or shed light on the temporal order of gene regulatory events.
5.3.5 H3K27ac variability is linked to transcriptomic variability in isogenic LCLs and affect clinically relevant pathways

We next assessed whether and to what extent chromatin activity differences were mirrored by transcriptome-level differences. We performed mRNA-Seq experiments in the five isogenic cell lines in biological duplicates. In order to compare the changing patterns of H3K27ac signal and RNA levels, we plotted H3K27ac ChIP-Seq tag counts of 9,685 variable sites +/- 1kb of the central nucleosome-free region, and the z-scores of closest genes. We performed k-means clustering of variable H3K27ac sites in order to capture the main patterns of H3K27ac variability, resulting in six clusters. We observed that gene variation patterns generally follow that of the H3K27ac signal (Figure 25). Representative examples of each cluster are shown in Figure 26. However, only 525 (4.6%) of genes were found to be significantly differentially expressed (differentially expressed genes; DEGs) across isogenic LCLs (FDR = 0.05, fold-difference > 2).

Pairwise comparison of cell lines resulted in 25 to 229 variable genes (mean = 119.8; median = 107.5) (Figure 27). Notably, none of the previously reported EBV copy number-related genes (CXCL16, AGL, ADARB2) (Houldcroft et al., 2014) were found to be differentially
expressed in our dataset, suggesting that gene expression changes had not been induced by EBV infection differences.

Figure 25 | Correlation between H3K27ac ChIP-Seq signal and gene expression in isogenic LCLs genome-wide. Read distribution heatmap on the left-hand side shows ChIP-Seq tag counts around the central ‘valleys’ variable H3K27ac-enriched regions (+/- 1 kb). The heatmap shows z-scores of closest genes. Both replicates for each sample are represented.
Figure 26 | Examples of correlation between H3K27ac signal and gene expression in isogenic LCLs. Integrative Genomics Viewer snapshots show scale-matched ChIP-Seq, and RNA-Seq signals (BedGraphs) generated from pooled replicates per sample. Each example represents one cluster of the six presented in Figure 10. The black rectangles over the ChIP-Seq tracks show the length of each variable region.
Among the enriched biological process gene ontology terms related to the DEG set were cell migration ($P = 2.8 \times 10^{-12}$), intracellular signal transduction ($P = 9.8 \times 10^{-9}$), and regulation of apoptotic process ($P = 3.4 \times 10^{-8}$), and few of the most enriched molecular functions in the gene set included immune receptors and transcription factors (Figure 28A-B). Surprisingly, 121 of DEGs had been previously categorized as being pharmacogenes (genes associated with response to pharmaceuticals) based on the Genetic Association Database (GAD) (Figure 28C). By comparing the coefficient of variance (CV) and gene expression level trends, we found that the lower the mean gene expression level is, the higher the associated CV value is. This may be explained by the intrinsically higher variability of lowly expressed genes, as well as the sampling bias during the experiments. Higher CV values were associated with receptor function, cell surface localization, and play roles in signal transduction and cell motility. Genes with lower CV values were predominantly located inside the cell, related to signal transduction pathways and mediate immune and apoptotic functions (data not shown). Taken together, RNA-level variability among isogenic LCLs is far less pronounced than H3K27ac activity level variability, which is not unexpected in the light of studies describing enhancer redundancy (Osterwalder et al., 2018).
Figure 28 | Gene Ontology (GO) annotation and Coefficient of Variance (CV) of differentially expressed genes. 

- **A** Biological process (level 5)
- **B** Molecular function (level 5)
- **C** GAD disease class
- **D** Mean RPKM of differentially expressed genes across isogenic LCLs, and corresponding CV values. The yellow line is the linear fit of CV values. DEG = differentially expressed gene.

### 5.3.6 Non-genetic variability might lead to an altered response to drug treatment

Having uncovered the extent of epigenetic and transcriptomic variability in isogenic LCLs, and as numerous DEGs were associated with drug response, we decided to assess whether this phenotype level is also affected, which may have implications in LCL-based pharmacogenomic research. Dihydropyrimidine dehydrogenase (DPYD) catalyzes the rate-limiting step of pyrimidine catabolism, including the anti-cancer drug 5-fluorouracil (5-FU). Familial DPYD deficiency has been known to lead to serious, sometimes life-threatening 5-FU toxicity (Diasio, Beavers, & Carpenter, 1988). We chose DPYD as our model gene as it had been found significantly differentially acetylated and expressed between sGT_1 and sGT_2 (8.5x fold-difference) (Figure 29A), and as 5-FU toxicity can be measured by an MTT-based viability assay.
We could also validate gene expression difference by RT-qPCR using RNA samples independent of those used for RNA-Seq (Figure 29B). We treated sGT_1 and sGT_2 cells with different concentrations of 5-FU and measured their viability, as a measure of cytotoxicity, after 72 hours. We found that sGT_2 cells (higher DPYD expression) were less sensitive to 5-FU treatment compared to low DPYD expressing sGT_1, with an almost 2-fold increase in the half-maximal inhibitory concentration (IC50 sGT_1 = 0.63 μM, IC50 sGT_2 = 1.21 μM) (Figure 29C). Our result suggests that non-genetic factors might as well affect LCL cells’ response to drugs in pharmacogenomic screenings.

Figure 29 | H3K27ac landscape and mRNA level of DPYD and 5-fluorouracil sensitivity. A) Integrative Genomics Viewer track view of H3K27ac BedGraphs from pooled replicates, surrounding the DPYD gene in sGT_1 and sGT_2 cell lines; RNA expression of DPYD based on two replicates of mRNA-Seq data (N =2; RPKM+SD). B) DPYD expression from independent samples as measured by RT-qPCR (+SD, N = 2) in sGT_1 and sGT_2. C) Dose-response curves of sGT_1 and sGT_2 related to 5-fluorouracil (5-FU) treatment for 72 hours (MTT assay). IC50 values were calculated using the non-linear regression curve fit using the least-squares method. *** = P value < 0.001, ** = P value < 0.01.
6 DISCUSSION

6.1 Bacteriophages selected through in vitro evolution as novel spike-in controls for chromatin immunoprecipitation experiments

Since its development (Smith, 1985), phage display has been used for various applications including antibody epitope mapping (Moreira et al., 2018), and antibody generation (Hammers & Stanley, 2014). Multiple phage types and displaying peptides can be used depending on the aims of the study, and libraries with various displayed peptide lengths and even conformational mimotopes can be generated or purchased from different vendors. Phage display is a versatile method allowing not only for epitope mapping of clinical antibodies with unknown specificity but for the generation and production of experimental reagents (e.g. antibodies). Phages with desired specificities can be generated by selection rounds resembling natural evolution (biopanning), monoclonal reagents can be developed from pre-selected, polyclonal phage libraries, and DNA sequences coding for desired peptides, or peptide variants, can even be cloned into the phage genome.

While ChIP-qPCR and ChIP-Seq hold great promise for clinical applications, ChIP protocols are labour-intensive, various protocols and reagents are in use with a limited number of commercially available kits, and general best practices have not been laid, which may lead to limited lab-to-lab reproducibility. While initial cell number differences can be controlled for using the per cent input method, there is a source of variation which remains uncontrolled: variable sample loss due to pipetting errors through many steps of the protocols. As the majority of sample handling comes after setting aside input samples, this represents a major and unresolved problem. Although using replicates may, to some extent, cushion the effect of these errors, but limited sample availability and relatively high input cell numbers needed may not allow for using replicates. Of note, internal controls like housekeeping genes for RT-qPCR are not an option, as there is no information on ChIP signal stability in the context of various cell types, treatment types, and for the plethora of ChIP antibodies. In theory, spike-in controls may substitute for missing internal controls.

RNA spike-ins, synthetic transcripts of known sequence and quantity or a mixture such transcripts, are mixed into experimental RNA samples and are used to calibrate RT-qPCR, hybridization or RNA-Seq experiments. Using spike-in controls enable the assessment of
quantitation sensitivity and accuracy, promoting comparable analysis of different platforms, protocols and samples (Jiang et al., 2011; Munro et al., 2014). DNA spike-ins can be used can also be used to check for the presence of PCR inhibitors (Buckwalter et al., 2014).

A suitable ChIP spike-in procedure control would be a reagent containing a protein-DNA complex or pools of protein-DNA complexes, which are carried over through the experiment from IP until the end of ChIP fragment isolation, and is easily quantifiable. Obviously, spike-ins should not compete with chromatin epitopes. This requirement may be addressed by coupling the spike-ins to antibodies, or capturing bead-antibody complexes in a separate experiment, and adding these beads to the reactions at an appropriate time point or by using indifferent phage-antibody pairs. This would enable a within-experiment and between-experiment control of experimental biases. In phage display, either biopanning or directional cloning would be the viable option to develop phages with high affinity to ChIP-grade antibodies. The primary advantage of phage display in this context over other proposed spike-ins (Bonhoure et al., 2014; Egan et al., 2016; Grzybowski et al., 2015; Orlando et al., 2014) is that phages can be easily regenerated in-house by re-infecting a specific strain of bacteria followed by a relatively easy phage purification protocol. In addition, monoclonal phage stocks may have a more consistent quality than xenogenic chromatin-based spikes.

As the M13KE genome is circular without free DNA ends, this genome would be selected against during ChIP-Seq library preparation. This would not be a problem when ChIP-qPCR is the selected method of quantification but hinders its use as potential ChIP-Seq normalizers. In case ChIP-Seq is the primary method of choice, the T7 phage with linear dsDNA genome would present a more suitable choice.

We presented a method to develop phage-display-based spike-in procedural controls, which may later be used for filling the controllability gap of ChIP experiments. We tested the biopanning-based method for several ChIP-grade antibodies, including anti-AR, anti-ER (estrogen receptor), anti-RXRα (retinoid X receptor alpha) and anti-CTCF (CCCTC-binding factor), all designated for human samples. Also, we generated monoclonal stocks from biopanned, mixed phage libraries, as polyclonal stocks may evolve in terms of ratios of constituent phages during library propagation in bacteria, which may hinder reproducibility. Notably, in an ideal scenario, full-length peptides used for immunization would be cloned into
the phage genome and propagated, but information on the immunizing peptide(s) is not available for many of the commercially available ChIP-grade antibodies. In this case, only biopanning can be considered. The author of the present dissertation was responsible for carrying out or supervise all AR-based experiments. Therefore the results are demonstrated based on the example of AR. We showed that biopanning of a heptapeptide phage library resulted in stocks of polyclonal phages with increasing recovery in simulated ChIP experiments in each round. Also, all monoclonal phages generated from the highest affinity polyclonal stock were shown to bind to the selection antibody in the context of a ChIP experiment. An important limitation of our study was that high-affinity phage stocks for post-translationally modified histones, common targets for ChIP, could not be generated. Further characterizations, i.e. reproducibility measurements, are needed for developing a ChIP quality control system that can be used for clinical research or diagnostic procedures.

We believe that phages mimicking transcription factors epitopes as ChIP spike-in controls might be of interest for the scientific community, and might pave the way for developments aiming a better standardization of ChIP experiments.

6.2 Lyophilization and ambient storage of human cells to preserve RNA

It is imperative to consider the financial aspects of biological sample storage for research and diagnostic applications. Conventional storage systems are designed to preserve biomaterials in the long run, therefore operate at ultra-deep temperatures (from -180°C to -20°C) in order to minimize molecular motion. Operating these storage systems, especially ultra-low temperature freezers, have high associated costs and considerable environmental impact. The US and South-east Asia have to face disasters like floods and thunderstorms, which endangers sample storage systems relying on continuous electricity supply. Long-term electric outages might lead to sample thawing which is detrimental to sample quality (both structurally and at the molecular level), even if equipped with an electronic backup system. The growing number of international collaborations and the emergence of biobanks shipping globally increasingly require transport methods ensuring sample integrity during temperature fluctuations or long waiting times at border controls. Lyophilization has been proposed as a method of choice to safely dry biosamples, resulting in long shelf-lives.
Lyophilization has become a fairly common technique to stabilize food products, liquid pharmaceutical formulations, and bacterial strains. Studies are underway to extend its utility to lyophilization of mammalian cells and tissues, for various downstream applications. DNA, RNA and protein stabilities in lyophilized cells and tissues have been assessed by low-throughput methods, using highly variable protocols and equipment, with generally positive results (Leboeuf et al., 2008; Mareninov et al., 2013; Matsuo et al., 1999; Takahashi et al., 1995; Weisberg et al., 1993; Wu et al., 2012; M. Zhang et al., 2017). Lyophilized materials have been shown promising for in vitro fertilization (Das et al., 2010; Gianaroli et al., 2012; M.-W. Li et al., 2009; Liu et al., 2004; Loi et al., 2008b; Wakayama & Yanagimachi, 1998), blood transfusion-based uses (Arav & Natan, 2012; Déprés-Tremblay et al., 2018; Shiga et al., 2016, 2017; Wolkers et al., 2002; X.-L. Zhou et al., 2007), and regenerative medicine (Buchanan, Pyatt, & Carpenter, 2010a; Natan et al., 2009; S. Zhang et al., 2010). Lyophilization of mammalian cells for downstream RNA studies has not become standard, despite a few studies reporting only minimal RNA degradation using a limited toolset of RT-qPCR of certain genes and gel electrophoresis. In our research, we aimed at extending our knowledge on lyophilizing mammalian cells for RNA-based downstream applications, including novel insights by measuring low abundance genes, enhancer RNAs and profiling the transcriptome by RNA-Seq.

RNAs are prone to RNAse-mediated degradation, especially when tissues are removed from the in vivo context and subject to ischaemia. In vitro, RNAse contamination or release due to tissue damage (Augereau, Lemaigre, & Jacquemin, 2016), alkaline cleavage and high temperatures (Mikkola, Lönnberg, & Lönnberg, 2018), and to a lesser extent, oxidative stress (Thorpe, 2000) contribute to RNA instability. In lyophilized tissues residual moisture, light exposure (Leboeuf et al., 2008) and lipid-driven peroxidation were shown to affect RNA integrity (Damsteegt et al., 2016; Matsuo et al., 1995).

In our preliminary experiments, we used IMT-2 solution containing trehalose and epigallocatechin-gallate in PBS as lyoprotectants, which was described as an efficient membrane stabilizer (Natan et al., 2009), which would facilitate applications requiring intact cells, including ChIP. Although we could recover microscopically intact cells with discontinuities allowing for trypan blue penetration, and fragility to shear force introduced by pipetting, isolated RNAs showed lower overall RNA integrity as assessed by calculating RIN values. Lower RINs may
have resulted from endogenous RNAse-based degradation during cell washes or might result from the activation of apoptotic pathways previously described for epigallocatechin-gallate -treated LCLs (Noda et al., 2007). Moreover, reverse transcription was shown to be inhibited by the epigallocatechin-gallate co-precipitated with total RNA, and H3K27ac ChIP was also unable to enrich the positive control region, the regulatory element of a transcription factor gene highly expressed in the steady-state. This might be the result of the inhibition of the experiment at some step (i.e. fixation), or more likely reflect a biological response to epigallocatechin-gallate during the max. Five minutes of incubation in IMT-2 prior to snap freezing or during rehydration. After obtaining these results, we concluded that using such a potent gene regulator (H.-S. Kim et al., 2014; Noda et al., 2007) and reverse transcription inhibitor with rapid membrane penetration would hinder the comparability of lyophilized samples as lyophilized cells would not represent cells at the steady-state, especially when different cell types or cells kept in lyophilization solution for technical reason to varying times are to be compared. After considering the above concerns, we decided to carry out our experiments without epigallocatechin gallate and focused on the quality and quantity of RNA isolated from cells lyophilized in 0.1 M trehalose/PBS.

In the subsequent experiments, trehalose was used as lyoprotectant, which is a relatively cheap reagent and has been shown to sequester reactive oxygen species (Benaroudj, Lee, & Goldberg, 2001), as well as to protect cells during dehydration even when it remains extracellular (Eroglu et al., 2000). Keeping in mind the importance of cost-effectiveness in biobanking, we aimed at using a short lyophilization cycle, as energy consumption by the freeze dryer may easily become prohibitive to adopting the method. Using a manifold freeze dryer, we could dry 0.5 ml samples in six hours, which is substantially less than cycle lengths used in the pharmaceutical industry (sometimes days). Not surprisingly, trehalose did not allow for the recovery of intact cells probably due to membrane damage, but the dried products could easily be resuspended in TRIzol without previous washing, and resulted in high quality (RIN) and quantity RNA isolates even after two weeks or two months of room temperature storage in the dark, in the presence of a desiccant. As RIN values may not sufficiently represent RNA types other than rRNAs, we measured mRNAs, as well as lncRNAs and eRNAs from lyophilized samples by RT-qPCR, without significant change even for extremely low abundance genes compared to paired control samples.
PCR-based applications using selected genes may not necessarily reflect transcriptome-wide changes, as supported by studies showing the relative insensitivity of RT-qPCR to overall sample quality (Baechler et al., 2004; Bray et al., 2010; Catts et al., 2005; Gallego Romero et al., 2014; Ibberson et al., 2009). As RNA-Seq is increasingly used for biomarker studies, as well as to assess transcriptome changes due to lyophilization, we performed RNA-Seq from RNAs isolated from lyophilized samples stored for two weeks at room temperature. Overall, the generated sequencing libraries were shown to be highly comparable using multiple quality metrics, such as uniquely mapping reads, read duplication rates and GC fraction, library complexity, read coverage of genes, and read mapping to different RNA biotypes and chromosomes. There was no sign of base modifications affecting reliable read mapping. The 28 genes downsampled in lyophilized samples represent 0.4% of expressed genes, with a low median fold-difference. Of this gene set, lower abundance genes showed higher fold-differences, which may result from higher degradation rates or the combination of the higher stochasticity or measurement bias of low expression genes (Bray et al., 2010; Gallego Romero et al., 2014; Ibberson et al., 2009). Assessing transcript features of DEGs, we found that affected transcripts are generally longer, contain more G and C residues, and often encode transcription factors. In vivo, it was previously shown that longer transcripts (Feng & Niu, 2007) to degradation and transcription factor-encoding transcripts are less stable both in vivo and in vitro (Conesa et al., 2016; P. Li et al., 2019; Parekh et al., 2016; Risso et al., 2011). However, GC content at the third codon was found to be inversely correlated with degradation rates (Neymotin, Ettorre, & Gresham, 2016). These and the presence of ARE sequences in a few of DEG transcripts hint to the presence of residual, regulated decay mechanisms in lyophilized cells.

Regarding sample costs, Leboeuf et al. (Leboeuf et al., 2008) reported their annual costs of lyophilized vs. -80°C vs storage in liquid nitrogen, which were 3, 24 and 31 EUR, respectively, taking into account salaries, maintenance of freezers, CO₂ backup, air conditioning and consumables, without taking into account possibly decreased transport costs. Our lyophilization cost estimation, taking into account the energy consumption of the CoolSafe freeze dryer and the price of liquid nitrogen and trehalose, resulted in 0.87 USD per sample when only one sample is lyophilized per run. Given that longer periods may pass between collections of surgical and blood samples, to minimize lyophilization costs, an ideal procedure would involve the collection of
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samples in lyophilization solutions, followed by transient storage at ultra-low temperatures until a sufficient number of samples are gathered for a lyophilization run.

Overall, the findings of our study support the feasibility of lyophilization in trehalose and room temperature storage for human samples dedicated to RNA-based applications. Best practices and methods for problematic samples and whole-cell lyophilization for gene regulation-related studies are yet to be established.

6.3 Genotype-independent molecular phenotypic variability of the LCL model

It is beyond dispute that cell line models will remain the workhorse of biomedical research. Beyond the well-known advantages of cell lines over primary tissues, each has its set features rendering them suitable and adequate for addressing certain scientific hypotheses. LCLs, for instance, are models of the post-genomic era in the sense that thousands of cell lines and their genomic sequences are publicly available, providing a cost-effective model for studies on genotype-cellular phenotype interactions. With the combination of classical molecular biology techniques and emerging high throughput methods the scientific community has not only become able to explore novel aspects of cellular behaviour but has also got the opportunity to revisit commonly held assumptions about the most popular cell lines. The findings of cell line characterization studies may drive more informed experimental designs. Although LCLs are widely used for mapping molecular QTLs, it is lesser-known what fraction of certain phenotypic features vary irrespective of the genetic background, potentially hindering the identification of strong QTL candidates. In our study, we aimed at exploring, for the first time, cis-regulatory element- and transcriptome-level variability of LCLs using five genetically identical cell lines.

Studies using LCLs commonly refer to inter-cell line differences, rather unfoundedly, as inter-individual differences. A few studies from two groups of researchers reported genotype-dependent quantitative chromatin features, including coordinated changes in association with chromatin folding; however, their model of genetically distinct LCLs could not be used for discriminating between genotype-independent changes and genotype-dependent changes failing to be associated with variants that reach QTL significance threshold (Grubert et al., 2015; M. Kasowski et al., 2010; H. Wang et al., 2012; Waszak et al., 2015).
The five genetically stable isogenic cell lines prepared by the Pevsner Laboratory (Shirley et al., 2012) is currently the best available set of cells for modelling LCL variability emerging from non-genetic sources. The preparation of these isogenic cells resembled that of genetically distinct, commercially available LCLs, that is, they were prepared from five different blood batches (of the same individual), and were handled separately. Here we note that numerous laboratories prepare, culture, and make LCLs available, and in those cases, lab-to-lab differences may further contribute to variability. In order to minimize variability emerging during our research, we first ensured that all LCLs had the same number of freeze-thaw cycles and passages prior to initiation experiments by preparing a three-tiered biobank and handling all cell lines in parallel. We also harvested cells at the same time point of the day in order to minimize circadian effects and used biological replicates to exclude differences due to random fluctuations. Altogether, this model reflects variability emerging during cell line generation and short-term culture.

Although the five isogenic LCLs were selected based on their reported genomic stability (Shirley et al., 2012), and proper cell line identification from the part of the vendor could be assumed, we checked and confirmed that all cell lines were derived from the same human male source, and that all cells were euploid. Besides that, at passage 14, all lines showed rosette morphology, no single cell line was characterized with the presence of other co-cultured leukocytes besides cells with B cell phenotype, all of which are consistent with previous reports on general LCL characteristics (Hussain, Kotnis, Sarin, & Mulherkar, 2012; Joesch-Cohen & Glusman, 2017). Similar cell cycle profiles indicated that cell growth-related pathways were not markedly overactive or suppressed as a response to EBV or positive selection in any of the cell lines.

Immunophenotyping not only revealed B cell phenotype but also that only one cell line showed evidence to monoclonality. Plagnol et al. suggested that the shrinkage of diversity mostly occurs at the early steps of cell line generation and, to a lesser extent, is affected by later culturing (Plagnol et al., 2008). We assume that polyclonal cells better mirror the heterogeneity of the original B cell pool, as monoclonalization leads to assaying the derivative cell of only one parental cell of the originally diverse cell population, and also that long-term culturing would have eventually led to monoclonalization. However, the monoclonal line did not show any
outstanding features throughout our study, showing higher cis-element activity- and RNA-level similarity with a polyclonal LCL than other polyclonals with one another. Of note, the clonality assessment by kappa/lambda staining widely used by the clinics is not able to estimate the number of constituent clones.

Reproducible H3K27ac signatures were found to discriminate the isogenic cell lines. Strikingly, almost one-fourth of assayed regions (9,685 regulatory elements) were found significantly differentially acetylated at H3K27, between at least two cell lines, using two-fold difference as the cut-off. Intergenic enhancer regions showed the highest fraction of variable regions, in contrast to promoters, whose activity levels were comparably stable. Multiple lines of evidence suggest that promoters are more resistant to short-term and evolutionary-scale perturbations than enhancers (Frankel et al., 2010; Patten et al., 2018; Villar et al., 2015), and most GWAS variants have been shown to map to intergenic enhancers (Corradin & Scacheri, 2014). The lack of robustness in promoter activity, which is directly linked to gene expression, maybe deleterious and is therefore selected against during evolution. The origin of promoter robustness can be partly explained by enhancer redundancy (“shadow enhancers”) (Frankel et al., 2010; Hong, Hendrix, & Levine, 2008), that is, multiple enhancers loop to each promoter and once an enhancer switches off, the remaining active enhancers keep promoter activity and RNA expression stable. This might also explain our finding that the variability of individual elements of super-enhancers does not lead to marked gene expression differences. Given that promoters were shown to be less affected, we were not surprised to find relatively modest differences in the levels of poly(A)+ RNAs. This is consistent with findings in genetically distinct LCLs and yeast (M. Kasowski et al., 2010; Zheng, Zhao, Mancera, Steinmetz, & Snyder, 2010).

Due to single-cell studies, it has been increasingly acknowledged that individual cells of a tissue type can be highly heterogeneous in terms of their functional genomic features, originating from early developmental steps (Rotem et al., 2015). Phenotypic plasticity enabled by heterogeneity allows a more effective response to unpredictable external exposures, promoting survival of the individual, the colony, or the species (Bódi et al., 2017; Caza & Landas, 2015). We assume that the observed variability is the result of the B cell heterogeneity in the blood samples combined with selective EBV infection of a subset of clones, and probably also growth rate differences of descendant lineages. Hence, using bulk sequencing such as ChIP-Seq and
mRNA-Seq, the signatures of a limited number of parental B cells will be represented as average signals. The domination of clones with high or low lymphokine secretion, leading to differences in the composition of the culturing media, may also shift the population’s phenotype. Gene ontology analysis revealed the enrichment of immune-related genes and cell surface receptors, which aligns with the results of others reporting particularly high splicing variation of B cell-specific surface receptors (Byrne et al., 2017). Notably, LCL sub-populations were identified in each cell line when probing cell surface antigens by flow cytometry.

The finding that numerous pharmacogenes are differentially expressed suggests that our study has implications not only for molecular QTL but also LCL-based pharmacogenomic QTL screenings. Our experiment with the chemotherapeutic agent 5-FU showed correlation with *DPYD* expression. Of note, it has been proposed that LCL drug response is influenced by, besides growth rate, certain other factors such as EBV copy number and baseline ATP levels, which may show genetic heritability (Choy et al., 2008; Houldcroft et al., 2014; Stark et al., 2010). As we did not assess these factors, we cannot exclude their confounding effects. The limited number of isogenic cells limits our ability to extrapolate our findings to large panels of LCL. Hence studies on a large number of isogenic lines would be desirable. A recent study using MCF-7 cells from different vendors showed inter- and intra-cell line drug response differences, though many were the result of rapid genetic evolution (Ben-David et al., 2018). Therefore genetic diversification should not be overlooked during study design and data interpretation. Our study suggests that using the triangle study model (Huang et al., 2007), i.e. including the measurement of baseline RNA levels into pharmacogenomic study design, would be beneficial.

In conclusion, our study highlights the extent and nature of LCL variability at gene regulatory element and gene expression levels, showing implications in pharmacogenomic research. Despite the above findings. We believe that LCLs will remain a powerful model for QTLs, and uncovered limitations will serve more rational experimental design.
7 SUMMARY

High-throughput functional genomics methods, such as ChIP and RNA-Seq, have revolutionized research on gene regulation. We aimed at contributing to the rapidly developing field of functional genomics considering three aspects of biomedical research: the development of key methodologies, characterization of emerging model systems, and cost rationalization.

As the ChIP method lacks well-established procedure controls, hindering the assessment of experimental sample loss, we set out to develop spike-in procedure controls based on a novel concept, using peptide-displaying bacteriophages. We could enrich phages mimicking chromatin epitopes from peptide-displaying M13 bacteriophage libraries by *in vitro* evolution. The phage control particles spiked into chromatin samples bound to the ChIP-grade antibody with high affinity and could be quantified from the ChIP eluate by qPCR. Therefore the presented concept may serve as a basis for the generation of spike-in controls for various ChIP-grade antibodies.

In the past few years, RNA-Seq has proven to be instrumental in biomedical research. However, the high operational costs of frozen tissue storage urges the scientific community to develop methods allowing for room temperature storage. Therefore we assessed the utility of lyophilization as a potentially cost-effective cell preservation method for RNA-based downstream applications. While epigallocatechin-gallate was found not to be suitable as a cellular lyoprotectant for RNA-based studies, trehalose provided sufficient RNA protection during lyophilization and weeks of room temperature storage, resulting in high yields and excellent RNA quality for both low- and high-throughput RNA studies.

The epigenomic and transcriptomic variability intrinsic to human LCL cells, which are widely used for molecular and drug QTL mapping, has not been previously elucidated. Using five LCLs from the same individual we showed that almost one-fourth of active (H3K27ac-marked) gene regulatory elements were variably acetylated, coupled to a modest transcriptomic variability. Additionally, isogenic gene expression variability may affect chemotherapeutic drug response, as shown in the example of the *DPYD* gene and 5-fluorouracil. Therefore it is suggested to consider baseline RNA levels during LCL-based QTL research design.

In summary, our results provide a baseline for more cost-effective and rational experimental design in the framework of functional genomics.
ÖSSZEFOGLALÁS

A funkcionális genomikai módszerek, például a ChIP-Seq és az RNA-Seq forradalmasították a génzabályozással kapcsolatos vizsgálatokat. Kutatásaink során a funkcionális genomika eszköztárához kapcsolódó vizsgálatokat végeztünk a következő szempontokat szem előtt tartva: kulcsmódszerek fejlesztése, modellrendszerek jellemzése és költségracionalizálás.


Az RNS-szekvenálás egyre jelentősebb szerepet játszik az orvosbiológiai kutatásokban, ám a fagyásztott szövetek tárolásával eredő magas működtetési költségek miatt a szobahőmérsékleten történő mintatárolásra alkalmas módszerek fejlesztése nagy jelentőséggel bírhó. Kísérleteink során sejtek liofilezéssel történő stabilizálásának hatását vizsgáltuk RNS-alapú mérésekre, mint potenciálisan költségcsökkentő alternatíva. Míg az epigallokatekin-gallát nem bizonyult alkalmas lioprotektánsnak RNS-alapú vizsgálatokhoz, a trehalóz meglehetősen védelmet nyújtott liofilezés és többhetes szobahőn történő tárolás során, magas kitermelést és kiváló RNS-minőséget eredményezve mind alacsony-, mind magas áteresztőképességű vizsgálatokhoz.

A molekuláris- és gyógyszer-QTL-ek térképezésére gyakran használt humán LCL sejtvonalak intrinzik epigenomi és transzkriptóm-szintű variabilitása korábban ismeretlen volt. Ót, azonos személyből származó LCL sejt monitor vizsgálata során kimutattuk, hogy az aktív (H3K27ac-jelölt) génzabályozó elemek közel negyede mutat variábilis acetylációt, amely enyhébb transzkriptóm-variabilitással párosult. Továbbá a génexpressziós eltérések kemoterápiás szerekkel szembeni eltérő sejtválaszt okozhatnak. Emiatt javasolt az RNS-szintek beépítése az LCL-alapú QTL-vizsgálati tervekbe.

Összegezve, eredményeink kiindulási pontként szolgálhatnak költséghatékonyabb és racionálisabb kísérlettervezéshez a funkcionális genomika keretein belül.
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