Introduction

Linear recurring sequences have a wide range of application from the field of solving diophantine equations, through rational approximation and random number generation to cryptology. The present work deals with the different aspects of linear recurring sequences and related topics. However the mainstream of our studies is the examination of uniform distribution of sequences and application of the obtained results in constructing efficient pseudo-random number generators and sequences with general distribution.

The periodicity of recurring sequences reduced modulo $m$ was studied in the thirties by Ward. He in [49] could prove that if $u$ is a third-order linear recurring sequence and $m_1, m_2$ are relatively prime positive integers both greater than 1, then the period length of the sequence reduced modulo $m_1 m_2$ is the least common multiple of the period lengths of the same sequence reduced modulo $m_1$ and $m_2$. He also proved that $u$ is purely periodic modulo $m_1 m_2$ if and only if it is purely periodic both modulo $m_1$ and $m_2$. Furthermore, he proved some properties of the period length, too.


Niederreiter in [29] proved that the Fibonacci sequence is uniformly distributed modulo $m$ if and only if $m = 5^s$.

Niederreiter and Shiue in [31] and [32] gave necessary and sufficient condition for a linear recurring sequence of order less than 5 to be uniformly distributed over finite fields. Here they proved that a general linear recurring sequence could be uniformly distributed over a finite field only if its characteristic polynomial had a multiple root over the same field. This leads to the observation, that over the integers, a linear recurring sequence can be uniformly distributed modulo $p$ (and thus modulo $p^s$) only if $p$ divides the discriminant of its characteristic polynomial. They also gave here a sufficient condition for the characteristic polynomial of recurrence sequences over prime fields, such that if this simple condition holds, then the corresponding sequence is uniformly distributed. This result lets us construct pseudo random sequences with good distribution properties and a large period length.

Tornwald in [46] and [47] gave a complete characterization of second and third-order linear recurring sequences defined over Dedekind domains to be uniformly distributed in residue class systems with finite norm.

Tichy and Tornwald [45] applied the previous result and gave a criterion for uniform distribution of third-order linear recurring sequences over the integers.

The main result of my thesis is Theorem 3.36, which is a solution of a problem proposed by Robert Tichy.
The structure of the present thesis is the following:

In Chapter 1 we give the most general definitions and results we use in the later parts.

In Chapter 2 we prove some general properties of Dedekind-domains paying particular attention to residue systems generated by ideals with finite norm. We should mention, that the results here and in Chapter 3 are the generalization of Herendi [19], where the case of rational integers were investigated.

Chapter 3 is built around the problem of uniform distribution of linear recurring sequences. Here we study among others the periodicity and the hereditary of periodicity of sequences in residue class systems modulo powers of prime ideals. The observations lead to the main result Theorem 3.36 of the chapter: For every linear recurring sequence in a Dedekind-domain we can find an integer $S$ depending only on the degree of the recurrence relation, such that if the sequence is uniformly distributed modulo $P^S$, where $P$ is a prime ideal with finite norm, then the sequence is uniformly distributed modulo every power of the ideal $P$.

In Chapter 4 we give a method for constructing linear recurring sequences of integers, such that the sequence is uniformly distributed modulo every power of 2. With the use of these sequences we can develop pseudo-random number generators with very good properties. In Appendix A we give an example of such a linear recurring sequence of order 1281.

In Chapter 5 we provide a method to create pseudo-random number sequences with Gaussian distribution using linear transformations of uniformly distributed sequences. The method we present is based on the Berry-Esséen Theorem and on the existence of very well uniformly distributed sequences. In Appendix A we give some experimental results related to this chapter, where we analyze different pseudo-random number sequences after linear transformations. The results here are mainly from the paper of Herendi, Siegl and Tichy [20].

Finally in Chapter 6 we use linear recurring sequences for proving a kind of finiteness of trinomials having quadratic divisors. The chapter covers the results of Herendi and Pethő [21].
Chapter 1

Basic definitions and results

Dedekind-domains are defined in several ways in the literature. We will give the one which is the most suitable for our purposes.

**Definition 1.1.** Let \( R \) be an integral domain. We call \( R \) a Dedekind-domain, if for every ideal \( I \) of \( R \) we can find prime ideals \( P_1, \ldots, P_k \) unique up to ordering, such that \( I = P_1 \cdots P_k \).

For general properties of Dedekind-domains see [7], [15], [16], [26], [35] and [48].

**Definition 1.2.** Let \( R \) be a Dedekind-domain and let \( I \subseteq R \) be an ideal. We will call the cardinality of the ring \( R/I \) the norm of \( I \) and we will denote it by \( N(I) \).

**Definition 1.4.** Let \( R \) be a Dedekind-domain and let \( a_0, \ldots, a_{d-1} \in R \) and

\[ u = \{u_n\}_{n=0}^{\infty} \]

be a sequence in \( R \) satisfying the recurrence relation

\[ u_{n+d} = a_{d-1}u_{n+d-1} + \cdots + a_0u_n \quad \text{for} \quad n = 0, 1, \ldots. \]

Then \( u \) is called a linear recurring sequence (for short l.r.s.) with defining coefficients \( a_0, \ldots, a_{d-1} \) and initial values \( u_0, \ldots, u_{d-1} \).

The integer \( d \) is called the order of the recurrence and the polynomial

\[ P(x) = x^d - a_{d-1}x^{d-1} - \cdots - a_0 \]

is called a characteristic polynomial of \( u \).

**Remark 1.5.** It is easy to see that a linear recurring sequence satisfies several recurrence relations. In particular, if \( P(x) \in R[x] \) is a characteristic polynomial of a recurring sequence, then \( P(x) \cdot Q(x) \) is also a characteristic polynomial of the sequence for all \( Q(x) \in R[x] \). (See e.g. [46].)

**Remark 1.6.** By the previous remark, the order of a linear recurring sequence is not definite. However, since the different values of the orders of a sequence are positive numbers, there exists a unique smallest.

**Definition 1.7.** Let \( d(u) \) be the smallest integer for which there exists a recurrence relation of order \( d(u) \) for the sequence \( u \). This number is said to be the minimal order of the recurring sequence and a corresponding characteristic polynomial is said to be a minimal characteristic polynomial of \( u \).
Remark 1.8. As we will see in Lemma 3.7, the minimal characteristic polynomial of a linear recurring sequence is also unique.

Definition 1.10. Let \( u \) be a sequence in the Dedekind-domain \( R \) and let \( I \subseteq R \) be an ideal. We say that \( u \) is periodic modulo \( I \) with period length \( q \in \mathbb{N} \), if there exists \( q_0 \in \mathbb{N} \), such that

\[
    u_{n+q} \equiv u_n \mod I \quad \text{for all} \quad n \geq q_0.
\]

The smallest \( q_0 = q_0,1(u) \) and \( q = q_1(u) \) with the previous property will be called the preperiod and minimal period length of \( u \) modulo \( I \) respectively.

If \( q_0,1(u) = 0 \) then \( u \) is said to be purely periodic modulo \( I \).

Remark 1.11. Let \( R \) be a Dedekind-domain, let \( u \) be a linear recurring sequence in \( R \) and let \( I \subseteq R \) be an ideal with finite norm. A simple observation shows that \( u \) is periodic modulo \( I \).

Definition 1.12. Let \( u \) be a sequence in the Dedekind-domain \( R \) and let \( I \subseteq R \) be an ideal with finite norm. We will say that \( u \) is uniformly distributed (for short u.d.) modulo \( I \) if

\[
    \lim_{N \to \infty} \frac{1}{N} \# \{ n \leq N \mid u_n \equiv a \mod I \} = \frac{1}{N(I)}
\]

for all \( a \in R \).

Remark 1.13. Let \( R \) be a Dedekind-domain, let \( u \) be a linear recurring sequence in \( R \) and let \( I, J \subseteq R \) be two ideals with finite norm, such that \( I \subseteq J \). One can prove that if \( u \) is u.d. modulo \( I \), then it is u.d. modulo \( J \). The proof is based on the fact that if \( a_1, \ldots, a_{N(I)} \) is a complete residue system modulo \( I \), then the cardinality of the set

\[
    \{ a' \mid a' \in \{ a_1, \ldots, a_{N(I)} \} \quad \text{and} \quad a' \equiv a \mod J \}
\]

with some \( a \in R \), is independent of the value of \( a \).

Definition 1.14. Let \( u \) be a l.r.s. in the Dedekind-domain \( R \), defined by the coefficients \( a_0, \ldots, a_{d-1} \) with initial values \( u_0, \ldots, u_{d-1} \) and let \( P \subseteq R \) be a prime ideal. Let

\[
    \bar{u}_n(k) = (u_{n+k-1}, u_{n+k-2}, \ldots, u_n)^T
\]

denote the \( n \)th \( k \)-dimensional state vector and

\[
    M(u) = \begin{pmatrix}
        a_{d-1} & a_{d-2} & \cdots & a_1 & a_0 \\
        1 & 0 & \cdots & 0 & 0 \\
        0 & 1 & \cdots & 0 & 0 \\
        \vdots & \vdots & \ddots & \vdots & \vdots \\
        0 & 0 & \cdots & 1 & 0
    \end{pmatrix}
\]

the companion matrix of \( u \).
Remark 1.15. With the above notations we have
\[ \tilde{u}_n(d) = M(u)^n \tilde{u}_0(d), \]
which will be used frequently in this dissertation.

Remark 1.16. We mention that if we reduce a linear recurring sequence modulo some ideal in a Dedekind-domain, then we get a linear recurring sequence in the residue class system, which may have different properties than the original sequence (e.g. the minimal order of the reduced sequence may become smaller).

By Remark 1.16 it has sense to introduce the following notations:

Definition 1.17. Let \( s \) be a positive integer. With the notation of Definition 1.14 \( d_P(u,s) \) will denote the minimal order, \( q_P(u,s) \) the minimal period length, \( M_P(u,s) \) the companion matrix and \( a_{s,0}, \ldots, a_{s,d_P(u,s)-1} \) the defining coefficients corresponding to the minimal recurrence relation of \( u \) modulo \( P^s \).

Remark 1.18. As far as there is no confusion, we will simplify our notation by omitting unnecessary parameters, for instance, by cancelling the sign of the ideal \( P \).

For further properties of linear recurring sequences we refer to [24].
Chapter 2

Dedekind-domains and modules

For the discussions of the later chapters we will need some special properties of Dedekind-domains. In this chapter we state all the results we will use. The material of this and the 3rd chapter is a generalization of Herendi [19].

Throughout the chapter let $R$ be a Dedekind-domain, and let $P$ be a prime ideal of $R$. Suppose that $R/P$ has $N(P)$ elements, and $N(P) < \infty$. Since $R$ is a Dedekind-domain, $P$ is maximal and $R/P$ is a (finite) field (see e.g. [16]). Hence, we know that $N(P) = \pi^l$ with some rational prime $\pi$ and an integer $l \geq 1$ (see e.g. [24]).

In general Dedekind-domains we cannot ensure that if some elements are in the same ideal of the ring, they have common non-unit divisor. Fortunately, since we will work in residue class systems, some more general results will be enough for the cancellation of 'common factors'.

**Theorem 2.3.** Let $k, s \in \mathbb{N}$, $P \subseteq R$ be a prime ideal and let $p \in P^k \setminus P^{k+1}$. Then for every $q \in P^k$ there exists $r \in R$, such that $p \cdot r \equiv q \mod P^s$. In particular, if $q \in P^k \setminus P^{k+1}$, then $r \in R \setminus P$.

**Corollary 2.4.** Let $s \in \mathbb{N}$, $P \subseteq R$ be a prime ideal and let $p \in R \setminus P$. Then there exists $r \in R \setminus P$, such that $p \cdot r \equiv 1 \mod P^s$.

**Corollary 2.5.** Let $r, k, s \in \mathbb{N}$ and $\lambda_1, \ldots, \lambda_r \in R$, such that

$$P^{k+1} + (\lambda_1) + \cdots + (\lambda_r) = P^k$$

(e.g. $k$ will be the highest exponent of $P$, such that $P^k$ is a divisor of all the ideals $\lambda_1, \ldots, \lambda_r$) and let $p \in P^k \setminus P^{k+1}$. Then there exist $\lambda'_1, \ldots, \lambda'_r \in R$ and $i \in \{1, \ldots, r\}$, such that

$$\lambda_j \equiv p\lambda'_j \mod P^s$$

for $j = 1 \ldots r$ and $\lambda'_i \notin P$.

**Corollary 2.6.** Let $r, k, s \in \mathbb{N}$ and $\lambda_1, \ldots, \lambda_r \in R$, such that

$$(\lambda_1) + \cdots + (\lambda_r) \subseteq P^k$$

and let $p \in P^k \setminus P^{k+1}$. Then there exist $\lambda'_1, \ldots, \lambda'_r \in R$ and $i \in \{1, \ldots, r\}$, such that

$$\lambda_j \equiv p\lambda'_j \mod P^s$$

for $j = 1 \ldots r$. 
Definition 2.7.  
Let $R$ be a Dedekind-domain and let $d$ be a positive integer. $V(R, d)$ will denote the free module of rank $d$ over $R$, which can be regarded as the Cartesian product $R^d$ with the natural extension of addition and componentwise multiplication by elements of $R$. If there are no confusion, we will omit $R$ and $d$.  
We will say, that two vectors $a, b \in V(R, d)$ are congruent $\mod I$, if they are congruent component-wise $\mod I$.  
Let $s, r \in \mathbb{N}$. The set of vectors $\{b_1, \ldots, b_r\} = B \subset V(R, d)$ is called semi-independent $\mod P^s$ if  
$$\lambda_1 b_1 + \cdots + \lambda_r b_r \equiv 0 \mod P^s$$
implies that $\lambda_i \equiv 0 \mod P$ for $i = 1, \ldots, r$. Otherwise it is called strongly dependent.  
Let $b_1, \ldots, b_r, b \in V(R, d)$. The vector $b$ is called a linear semi-combination of the elements $b_1, \ldots, b_r \mod P^s$ if $b \equiv 0 \mod P^s$ or there exist $k \in \mathbb{N}$, $p \in P^k \setminus P^{k+1}$ and $\lambda_1, \ldots, \lambda_r \in R$, such that  
$$0 \not\equiv pb \equiv \lambda_1 b_1 + \cdots + \lambda_r b_r \mod P^s$$
and $\lambda_i \not\equiv 0 \mod P$ for some $i \in \{1, \ldots, r\}$ provided that $k > 0$.  
If $\{b_1, \ldots, b_r\} = B \subset V(R, d)$ is semi-independent and for all $b \in V(R, d)$, $b$ is a semi-combination of $b_1, \ldots, b_r \mod P^s$, then $B$ is called a semi-basis of $V(R, d) \mod P^s$.  
We keep the notion of independence, combination and basis for the usual definition.  
For arbitrary modules we usually cannot generalize all the results of linear algebra, however in our special case we can prove some important ones: 

**Theorem 2.8.** For every $d, s \in \mathbb{N}$ there exists a basis (in the usual sense) of $V(R, d) \mod P^s$ and it has exactly $d$ elements.  
*Proof.* See e.g. Th. 7.12. (p104) of [2]. $\square$  
Further in this chapter we fix $R$ and $d$, and we will use the notation $V$ instead of $V(R, d)$. 

**Theorem 2.9.** Let $b_1, \ldots, b_r \in V$ be linearly dependent over $R$, then they are strongly dependent $\mod P^s$, for any $s$.  

**Theorem 2.10.** Let $b_1, \ldots, b_d \in V$ be linearly independent over $R$, then for any  

$$(2.2) \quad s > \nu_P(\det(b_1, \ldots, b_d))$$
the vectors $b_1, \ldots, b_d$ are semi-independent $\mod P^s$.  

**Corollary 2.12.** Let $b_1, \ldots, b_d \in V$ and $t = \nu_P(\det(b_1, \ldots, b_d))$. If $b_1, \ldots, b_d$ is not a semi-basis $\mod P^{s+1}$, then it is not a semi-basis $\mod P^s$ for any $s \in \mathbb{N}$, either.
Theorem 2.13. If \( b_1, \ldots, b_r \in V \) are semi-independent \( \mod P^s \), then \( r \leq d \).

Theorem 2.14. If \( b_1, \ldots, b_d \in V(R, d) \) are semi-independent \( \mod P^s \), then the set \( b_1, \ldots, b_d \) is a semi-basis \( \mod P^s \).

Remark 2.15. Let \( s < s' \) and suppose that \( b_1, \ldots, b_d \in V \) is a semi-basis \( \mod P^s \). This \( b_1, \ldots, b_d \) is also a semi-basis \( \mod P^{s'} \), otherwise it would be strongly dependent \( \mod P^{s'} \), which would yield

\[
\lambda_1 b_1 + \cdots + \lambda_d b_d \equiv 0 \mod P^{s'}
\]

for some \( \lambda_1, \ldots, \lambda_d \) not all in \( P \). But then the same holds \( \mod P^s \) which would contradict the semi-independence of \( b_1, \ldots, b_d \).

However, more can be proved:

Theorem 2.16. Let \( s \leq s' \) and suppose that \( b_1, \ldots, b_d \in V \) is a semi-basis \( \mod P^s \). If \( b \in V \), then there exist \( \lambda_1, \ldots, \lambda_d \in R \) and \( p \in P^{s-1} \) such that

\[
p b \equiv \lambda_1 b_1 + \cdots + \lambda_d b_d \mod P^{s'}.
\]
Chapter 3

Results on recurring sequences

In this chapter we collected results on linear recurring sequences. We focused on the uniform distribution of the sequences in residue class systems. For this we examined the change of periodicity and other related properties when we change the residue class system by extension.

Lemma 3.5. Let $R$ be a Dedekind-domain and $Q_1, Q_2 \in R[x]$ be monic polynomials. Then there exist $\gcd(Q_1, Q_2)$ and $\lcm(Q_1, Q_2)$.

Lemma 3.6. Let $F$ be a field and $u$ be a l.r.s. over $F$. Then there exists a unique minimal characteristic polynomial of $u$. Further, this minimal characteristic polynomial is a divisor of all the characteristic polynomials of the sequence.

Lemma 3.7. Let $R$ be a Dedekind-domain and let $u$ be a l.r.s. over $R$. Then there exists a unique minimal characteristic polynomial of $u$.

Lemma 3.8. Let $a, b \in R$ and let $u$ and $v$ be two linear recurring sequences over $R$ with characteristic polynomials $Q_u$ and $Q_v$ respectively. Then $au + bv$ is also a linear recurring sequence with characteristic polynomial $\lcm(Q_u, Q_v)$.

Remark 3.10. Throughout the chapter if we don’t state otherwise, we suppose, that the linear recurring sequences are purely periodic in the considered residue class systems, i.e.

$$u_{n+\varphi(u,s)} \equiv u_n \mod P^s \text{ for all } n = 0, 1, 2, \ldots$$

and the sequence has no preperiod.

In the following lemmas we prove some properties of the minimal order of the mod $P^s$ reduced linear recurring sequences. We will also see that the minimal order of the sequence is the best bound for the minimal order of the reduced sequences.

Lemma 3.12. Let $F$ be a finite field and let $u$ be a l.r.s. in $F$ with characteristic polynomial $Q \in F[x]$. Then $Q$ is the minimal characteristic polynomial of $u$ if and only if the state vectors $\tilde{u}_0, \ldots, \tilde{u}_{d-1} \in V(F, d)$ are linearly independent over $F$, where $d$ is the degree of $Q$.

Proof. See e.g. Th. 6.51 of [24].

Lemma 3.13. Let $R$ be a Dedekind-domain, $P \subseteq R$ be a prime ideal with finite norm, $s \in \mathbb{N}$ and let $u$ be a l.r.s. over $R$. Using the notation $d = d(u, s)$, the $d$ dimensional state vectors $\tilde{u}_0(d), \ldots, \tilde{u}_{d-1}(d) \in V(R, d)$ form a semi-basis modulo $P^s$. 
Lemma 3.14. Let $R$ be a Dedekind-domain, $P \subseteq R$ be a prime ideal with finite norm, let $u$ be a l.r.s. over $R$ and let $r, q, s \in \mathbb{N}$, such that $0 < r \leq q$.

If 
$$\tilde{u}_0(q), \ldots, \tilde{u}_{r-1}(q) \in V(R, q)$$

are semi-independent modulo $P^s$, then 
$$r \leq d(u, s).$$

Remark 3.15. Since the minimal recurrence relation of the original sequence is also a recurrence relation for the reduced sequence, we have 
$$d(u, s) \leq d(u)$$

and since the minimal recurrence relation of the sequence reduced modulo $P^{s+1}$ is also a recurrence relation for the same sequence reduced modulo $P^s$, we have 
$$d(u, s) \leq d(u, s + 1) \quad \text{for all} \quad s \in \mathbb{N}.$$

Thus there exists an integer $T$, such that 
$$d(u, T) = d(u, s) \quad \text{for all} \quad s \geq T.$$

The smallest such a $T$ will be denoted by $T(u)$.

Lemma 3.17. Let $R$ be a Dedekind-domain, $P \subseteq R$ be a prime ideal with finite norm and let $u$ be a l.r.s. over $R$. Then 
$$d(u) = d(u, T(u)).$$

The following lemma shows that every linear recurring sequence can be split into two parts: a dominating and a less important recurring sequence.

Lemma 3.18. Let $R$ be a Dedekind-domain, $P \subseteq R$ be a prime ideal with finite norm, let $u$ be a l.r.s. over $R$ and let $t, s \in \mathbb{N}$.

Then there exist linear recurring sequences $u^{(1)}$ and $u^{(2)}$, such that 
$$u \equiv u^{(1)} + u^{(2)} \mod P^s,$$

$$u^{(2)} \equiv 0 \mod P^s,$$

$$T(u^{(1)}) \leq t,$$

$$d(u^{(1)}) = d(u, t)$$

and 
$$d(u^{(2)}) \leq 2d(u).$$

In the next lemmas we prove some properties of the period length and the lifting of the differences of elements of the recurring sequences to the expanded residue class systems.
Lemma 3.21. Let $R$ be a Dedekind-domain, $P \subseteq R$ be a prime ideal, let $\pi \in \mathbb{N}$ be the prime, such that $\pi \mid N(P)$, let $u$ be a l.r.s. over $R$ and let $s \in \mathbb{N}$.

If $s \geq T(u)$, then either

$$p(u, s + 1) = p(u, s)$$

or

$$p(u, s + 1) = \pi p(u, s) .$$

The following theorem is fundamental:

Theorem 3.24. Let $R$ be a Dedekind-domain, $u$ be a l.r.s., $P$ be a prime ideal with finite norm in $R$ and $\pi \in \mathbb{N}$ be the prime, such that $\pi \mid N(P)$.

If $u$ is uniformly distributed modulo $P^s$ for all $s \in \mathbb{N}$, then $N(P) = \pi$.

We can formulate here an important result related to the period length and lifting properties.

Lemma 3.25. Let $t, k, \pi \in \mathbb{N}$, where $\pi$ is a prime, $R$ be a Dedekind-domain, $P \subseteq R$ be a prime ideal with finite norm, such that $\pi \mid N(P)$ and let $u$ and $v$ be two linear recurring sequences over $R$, such that

$$v_n \equiv 0 \mod P^t \quad \text{for all} \quad n \in \mathbb{N} .$$

Suppose that there exists $T_0 > T(u)$, such that

$$v_\pi(p(v, t + k + i + 1)) < v_\pi(p(u, T_0 + i)) \quad \text{for all} \quad i \geq 0$$

and set

$$\Lambda' = p(v, T(v)) / \gcd(p(u, T_0), p(v, T(v))) \quad \text{and} \quad \Lambda = \Lambda' / \pi^{v_\pi(\Lambda')} .$$

Let $s \geq T_0 + k$, such that

$$p(u, s + 1) = \pi p(u, s)$$

and suppose that $t \geq T_0$.

Then the congruence

$$(u + v)n + mg(u, s) + ql\Lambda g(u, s + 1) \equiv (u + v)n + mg(u, s)$$

(3.5)

$$\equiv \pi l\Lambda (u_n + q g(u, s) - u_n) \mod P^{s+k+1}$$

holds for all $n, m, l, q \geq 0$.

Corollary 3.26. With the assumptions of Lemma 3.25, we have

$$(u + v)n + lq \Lambda g(u, s + 1) \equiv (u + v)n \equiv l (u + v)n + l\Lambda g(u, s + 1) - (u + v)n$$

$$\equiv l\Lambda (u_n + q g(u, s + 1) - u_n) \mod P^{s+k+1} .$$

As a consequence of the above results, if $s$ is greater than a given bound, then the period length of the sequence modulo $P^s$ is strictly increasing with $s$. 
Theorem 3.27. Let \( \pi \in \mathbb{N} \) be a prime, \( R \) be a Dedekind-domain, \( P \subseteq R \) be a prime ideal with finite norm, such that \( \pi \mid N(P) \), let \( u \) be a l.r.s. over \( R \) and \( s > T(u) \) be an integer.

If
\[
\varrho(u, s + 1) = \pi \varrho(u, s),
\]
then
\[
\varrho(u, s + 2) = \pi \varrho(u, s + 1).
\]

In the following corollary we prove that the required existence of \( T_0 \) in Lemma 3.25 is not a real restriction.

Corollary 3.28. Let \( R \) be a Dedekind-domain, \( \pi \in \mathbb{N} \) be a prime, \( P \subseteq R \) be a prime ideal, such that \( \pi \mid N(P) \), let \( u \) and \( v \) be linear recurring sequences over \( R \), such that \( u \) is non-periodic and \( v_n \equiv 0 \mod P^t \) with some \( t \in \mathbb{N} \) for all \( n \in \mathbb{N} \) and let \( k \in \mathbb{N} \).

Then there exists \( T_0 \in \mathbb{N} \), such that
\[
\nu_\pi(\varrho(v, t + k + i + 1)) < \nu_\pi(\varrho(u, T_0 + i)) \quad \text{for all} \quad i \geq 0.
\]

In the following remark we give some estimation for \( T_0 \) in the most important cases.

In the lemma below we give a lower bound on the distance of the elements corresponding to the same residue class of a uniformly distributed linear recurring sequence.

Lemma 3.31. Let \( R \) be a Dedekind-domain, \( \pi \in \mathbb{N} \) be a prime, \( P \subseteq R \) be a prime ideal, such that \( \pi \mid N(P) \), let \( l \) be a l.r.s. over \( R \), let \( l, s \in \mathbb{N} \), such that
\[
s > T(u) + d(u) \quad \text{and} \quad \pi \nmid l
\]
and suppose that
\[
\varrho(u, s) = \pi \varrho(u, s - 1).
\]
If
\[
u_n \equiv u_{n + \varrho(u, s)} \mod P^{s + d(u)} \quad \text{for some} \quad 0 \leq n,
\]
then \( u \) cannot be u.d. modulo \( P^{s + d(u)} \).

The following fundamental theorem gives the very important lifting property of the uniform distribution.

Theorem 3.32. Let \( R \) be a Dedekind-domain, \( \pi \in \mathbb{N} \) be a prime, let \( u \) and \( v \) be two linear recurring sequences over \( R \), \( P \subseteq R \) a prime ideal with \( N(P) = \pi \), let \( T_0, t \) and \( \Lambda \) as in Lemma 3.25 and let
\[
s \geq T_0 + 2d(u).
\]
If \( u \) and \( u + v \) are uniformly distributed modulo \( P^s \), then the sequence \( u + v \) is also uniformly distributed modulo \( P^{s+1} \).

Applying the above theorem, we can prove a similar result, which will be useful when we split the linear recurring sequences into dominant and less dominant parts:
Corollary 3.33. Let \( R \) be a Dedekind-domain, \( \pi \in \mathbb{N} \) be a prime, \( u \) and \( v \) be two linear recurring sequences over \( R \), \( P \subseteq R \) be a prime ideal with \( N(P) = \pi \), \( T_0 \) and \( \Lambda \) as in Lemma 3.25 and \( s, t \in \mathbb{N} \), such that
\[
s \geq T_0 + 2d(u) \quad \text{and} \quad t \geq T(u) + 2d(u) .
\]
If
\[
v \equiv 0 \pmod{P^t} \quad \text{and} \quad u + v \text{ is u.d. mod } P^s ,
\]
then
\[
u + v \text{ is u.d. mod } P^{s+1} .
\]

The following lemma proves the existence of splitting the sequences into dominant and less dominant parts:

**Lemma 3.34.** Let \( R \) be a Dedekind-domain, \( \pi \in \mathbb{N} \) be a prime, let \( u \) be a linear recurring sequence in \( R \), such that \( d(u) \geq 2 \) and let \( P \subseteq R \) be a prime ideal with \( N(P) = \pi \).

Then there exist an integer \( t \geq 0 \) and two linear recurring sequences \( u^{(1)} \) and \( u^{(2)} \) over \( R \), such that
\[
u = u^{(1)} + u^{(2)} , \quad u^{(2)} \equiv 0 \pmod{P^t}, \quad d(u^{(1)}) \leq d(u)
\]
\[
T(u^{(1)}) \leq \frac{3d(u^{(1)})^2 + d(u^{(1)})}{2} + 2 + d(u)
\]
and
\[
\max \left\{ T(u^{(1)}) + 3d(u^{(1)}) - 1, 4d(u^{(1)}) + d(u) \right\} < t .
\]

**Remark 3.35.** The following theorem is a solution of a problem proposed by R. Tichy. This problem is contained in a list of related questions in the paper of Tichy [44].

**Theorem 3.36.** Let \( \pi \in \mathbb{N} \) be a prime, \( R \) be a Dedekind-domain, \( P \in R \) be a prime ideal, such that \( N(P) = \pi \), let \( d \geq 2 \) be an integer, \( u \) be a \( d \)-th order linear recurring sequence over \( R \) and let \( S = \frac{3d^2 + 9d}{2} + 1 . \)

If \( u \) is uniformly distributed modulo \( P^S \), then it is also uniformly distributed modulo \( P^s \) for any \( s \in \mathbb{N} \).

**Remark 3.37.** As we will see in Chapter 4, by a detailed analysis of the results in special cases we can obtain much better bounds than in the general case.

For instance, if \( T(u) = 1 \), which is rather often the case for the uniform distribution property stated in Theorem 3.36, it is enough if
\[
s \geq 3d(u) + 1 .
\]
Chapter 4

Construction of uniformly distributed linear recurring sequences

In this chapter, we will provide construction of uniformly distributed linear recurring sequences with arbitrary large period length. The fundamental application of such sequences is the construction of pseudo-random number generators.

Remark 4.1. One can find criteria for the uniform distribution of linear recurring sequences of order $\leq 4$ over finite fields in [31] and [32].

Among other general results, criteria for the uniform distribution of linear recurring sequences of order $\leq 3$ over Dedekind-domains can be find in [46] and [47].

As a starting point we have to construct uniformly distributed recurring sequences over simpler structures. Niederreiter and Shiue in [31] give a necessary condition on uniform distribution of linear recurring sequences over finite fields:

Proposition 4.2. Let $F$ be a finite field and let $u$ be a l.r.s. over $F$. If $u$ is uniformly distributed, the characteristic polynomial of $u$ contains a multiple factor.

Proof. See e.g. [31]. □

Now we turn to the known and the new results which we will use for finding linear recurring sequences with uniform distribution modulo some - in particular $2^k$ - integer. The idea behind the construction is that first we try to find a linear recurring sequence with a characteristic polynomial having the property

$$P(x) \equiv (x + 1)^2 Q(x) \mod 2,$$

where $Q(x)$ is irreducible modulo 2 and has a particular degree. In this way we can find a linear recurring sequence with a large period length, which has some advantages for the later steps.

Definition 4.5. Let $F$ be a finite field and $P \in F[x]$, such that $P(0) \neq 0$. We will call $\text{ord}(P) = e$ the order of $P$, where $e$ is the smallest positive integer, such that $P(x) | x^e - 1$ over $F[x]$.

Remark 4.6. The integer $e$ in the above definition always exists. See e.g. in [24]

We can determine the order of polynomials in the demanded form.
Corollary 4.9. Let $P(x) \in \mathbb{Z}[x]$ be such that

$$P(x) \equiv (x + 1)^2 Q(x) \mod 2,$$

where $Q(x)$ is irreducible modulo 2.

Then for the orders of the polynomials over $\mathbb{F}_2$ we have

$$\text{ord}(P) = 2 \text{ord}(Q).$$

Definition 4.10. Let $u$ be a l.r.s. of order $d$ over a Dedekind-domain $R$. We say that $u$ is an impulse response sequence if

$$u_0 = \cdots = u_{d-2} = 0 \text{ and } u_{d-1} = 1.$$

The following proposition shows the distinguished role of the impulse response sequence corresponding to a given recurrence relation.

Proposition 4.11. Let $F$ be a finite field and let $u$ be the impulse response sequence over $F$ with characteristic polynomial $P(x)$. Then the minimal period length of $u$ is equal to $\text{ord}(P)$.

Proof. See e.g. Theorem 6.27. of [24]. □

Definition 4.12. Let $m > 1$ be an integer, let $u_n$ be a sequence of integers and let $u'_n \in \{0, \ldots, m-1\}$ be such that

$$u'_n \equiv u_n \mod m.$$

The sequence $u'$ is called the reduced sequence of $u \mod m$.

Lemma 4.18. Let $Q(x) \in \mathbb{Z}[x]$ be irreducible modulo 2 of degree $k$ and let

$$P(x) \equiv (x + 1)^2 Q(x) \mod 2.$$

Let $u$ be a sequence having characteristic polynomial $P$ and minimal period length modulo 2 equal to $\text{ord}(P)$. Then $u$ is uniformly distributed modulo 2.

Remark 4.19. The statement of the lemma is proven in more general settings in [31].

Theorem 4.20. Let $Q \in \mathbb{Z}[x]$ be monic and irreducible modulo 2 with degree $k$ and let $P \in \mathbb{Z}[x]$ be monic and such that

$$P(x) \equiv (x^2 - 1) Q(x) \mod 2.$$

Let us define

$$P_1(x) = P(x),$$

$$P_2(x) = P(x) - 2,$$

$$P_3(x) = P(x) - 2x,$$

$$P_4(x) = P(x) - 2x - 2$$

and let $u^{(i)}$ be linear recurring sequences corresponding to $P_i$, such that the minimal period length of $u^{(i)}$ modulo 2 is $2 \text{ord}(Q)$, where $\text{ord}(Q)$ is the order in $\mathbb{F}_2[x]$. Then at least one of the $u^{(i)}$’s is uniformly distributed modulo $2^s$ with period length $2^s \text{ord}(Q)$ for any $s \in \mathbb{N}$.
Remark 4.21. Experience shows that the previous theorem may be changed by replacing the words "at least" to "exactly".

Construction 4.22. Now we have everything for the construction of a modulo $2^s$ uniformly distributed linear recurring sequence with large period length.

1. Choose a suitable integer $k$ and find a polynomial $Q(x)$ which is irreducible modulo 2 and $\deg(Q(x)) = k$. It is better if approximately half of the coefficients are not divisible by 2.

2. Calculate the monic polynomials $P(x) = p_{k+2}x^{k+2} + p_{k+1}x^{k+1} + \cdots + p_0$ and $P'(x)$ such that
   \[ P(x) \equiv (x^2 - 1)Q(x) \mod 2 \]
   and $p_0, \ldots, p_{k+1} \in \{0, -1\}$ and
   \[ P'(x) \equiv (x - 1)Q(x) \mod 2 \]
   with similar condition on its coefficients. Determine $P_1(x) = P(x)$, $P_2(x) = P_1(x) - 2$, $P_3(x) = P_1(x) - 2x$ and $P_4(x) = P_1(x) - 2x - 2$.

3. Calculate the companion matrices $M_{(i)}$ corresponding to the characteristic polynomials $P_i(x)$. Check $M_{(i)} \tilde{1} \equiv \tilde{1} \mod 4$. Keep the two matrices which satisfy the congruence and denote them by $M_1$ and $M_2$.

4. Compute $\varrho = \text{ord}(Q)$ modulo 2 and $M_1^{2\varrho} \mod 4$. If $M_1^{2\varrho} \neq E \mod 4$ then $M = M_1$ else $M = M_2$.

5. Choose initial values of the sequence. This can be done by the following: choose random $u_0, u_1, \ldots, u_k$. Set these values as initial values of the linear recurring sequence with characteristic polynomial $P'(x)$. Compute the next element of the sequence $u'_{k+1}$. Find a random number $u_{k+1}$ satisfying $u_{k+1} \neq u'_{k+1} \mod 2$. The set $u_0, u_1, \ldots, u_k, u_{k+1}$ are suitable initial values for the sequence.

Remark 4.23. If $k$ is such that $2^k - 1$ is a so called Mersenne prime, then by Proposition 4.7, $\text{ord}(Q) = 2^k - 1$, i.e. maximal as a function of $k$.

If we choose $P$ such that its coefficient are 0 and $-1$, except the leading coefficient which is 1, then the computation of the elements of the recurring sequence is very fast, since there are no need for multiplication, only addition. Further, because of the inner representation of the numbers in computers, also the reduction modulo $2^s$ can be easily performed. (By a simple logical bit operation.)

Since we can obtain not only 1 digit, but arbitrary length random numbers, thus we have a very effective method for construct large pseudo-primes. (In the opposite case if we would need large numbers, we have to compose from bits, but then it is more difficult to prove uniform distribution.)

In Appendix B we give an example for a high order linear recurring sequence.
Chapter 5

Sequences with non-uniform distribution

In the previous chapters we gave the background to construct uniformly distributed linear recurring sequences. However in practice, it is very often required to have a random sequence with a specific non-uniform distribution. There are several ways to do this. Well known for instance, that if we know the inverse of the distribution function \( F \) of the required distribution, then simply use a uniformly distributed sequence \( u \) with the transformation \( F^{-1}(u) \) to have the required property. In this chapter we will provide another method to construct non-uniformly distributed pseudo-random sequences from uniformly distributed sequences. In particular, we will generate sequences with Gaussian distribution. To reach our goal, we use the central limit distribution theorem. Furthermore, we determine the "goodness" of the obtained Gaussian sequence, calculating its discrepancy. Finally, our method is suitable also for testing randomness of sequences. We should mention here, that the results of this chapter are contained in Herendi, Siegl and Tichy [20].

**Definitions 5.1.** Let \( (X, \mathcal{F}, \mu) \) be a probability space, let \( \mathcal{U} \subseteq \mathcal{F} \) be a family of measurable sets of \( X \) and let \( \xi \) be a sequence in \( X \).

Then we say that \( \xi \) is \( \mu \) **distributed with respect to** \( \mathcal{U} \) if

\[
\lim_{N \to \infty} \frac{A(N, B, \xi)}{N} = \mu(B) \quad \text{for all} \quad B \in \mathcal{U},
\]

where

\[
A(N, B, \xi) = \# \{ \xi_n | n < N, \xi_n \in B \}.
\]

The **discrepancy** of \( \xi \) with respect to \( \mu \) and \( \mathcal{U} \) is defined by

\[
D_N(\xi, \mu, \mathcal{U}) = \sup_{B \in \mathcal{U}} \left| \frac{A(N, B, \xi)}{N} - \mu(B) \right|.
\]

The family of measurable sets, \( \mathcal{U} \) is called a **discrepancy system** (cf. [10]). Important cases for \( \mathcal{U} \) in the Euclidean space are for instance the axis-parallel intervals or the family of all balls or of all convex sets etc.

Define the following vector sequence:

\[
\bar{\xi}_n^{(k)} = (\xi_n, \ldots, \xi_{n+k-1}) \quad \text{for all} \quad n \in \mathbb{N}.
\]

A sequence \( \xi \) in \( X \) is called **completely \( \mu \)-distributed** (for short: \( \mu \)-c.d.), if \( \bar{\xi}_n^{(k)} \) is \( \mu^{(k)} \)-distributed in \( X^k \) with respect to \( \mathcal{U}^k \) for every \( k \in \mathbb{N} \) where \( \mu^{(k)} \) is the \( k \)-fold product measure of \( \mu \) and \( \mathcal{U}^k \) is – as usual – the cartesian product of \( \mathcal{U} \).
If $X \subseteq \mathbb{C}$ then $\xi$ is called **pseudo-random number sequence**.

Let $X \subseteq \mathbb{R}$ be a bounded interval, $\mathfrak{B} = \mathfrak{B}$ be the Borel measurable sets of $X$, $\mu = \lambda$ be the normalized Lebesgue measure (i.e. $\lambda(X) = 1$) and let $\mathcal{I}$ be the family of all intervals of $\mathfrak{B}$. If $\xi$ is $\lambda$ distributed with respect to $\mathcal{I}$, then we will call it **uniformly distributed** (for short u.d.). We should remark, that this sense of uniform distribution is the generalization of Definition 1.12.

If $\xi$ is $\lambda$-c.d. we will call it **completely uniformly distributed** and abbreviate it by c.u.d.

Note that completely uniform distribution is suitable for expressing "strong" randomness.

In the followings, let $\xi$ be a u.d. sequence in the interval $[-\frac{1}{2}, \frac{1}{2}]$ and let

\begin{equation}
F_k : \left[-\frac{1}{2}, \frac{1}{2}\right]^k \to \mathbb{R}
\end{equation}

be a measurable mapping with $k \in \mathbb{N}$.

Consider the induced measure $\mu$ of the $k$-dimensional Lebesgue measure $\lambda(k)$ on $[-\frac{1}{2}, \frac{1}{2}]^k$ by

\begin{equation}
\mu(B) = \lambda(k)(F_k^{-1}(B)) \quad (B \in \mathfrak{B}).
\end{equation}

Furthermore, we set

\begin{equation}
\eta_n = F_k(\xi_n^{(k)}).
\end{equation}

**Lemma 5.2.** Let $\xi$ be a sequence in $\mathbb{R}^k$, $\mathcal{I}$ be the family of all axis-parallel intervals and let $\mathfrak{C}$ be the family of all convex sets in $\mathbb{R}^k$ and let $N \in \mathbb{N}$. Then

$$D_N(\xi, \lambda, \mathcal{I}) \leq D_N(\xi, \lambda, \mathfrak{C}) \leq (4^{k/2} + 1)D_N(\xi, \lambda, \mathcal{I})^{1/k}$$

**Proof.** See e.g. Theorem 1.6 in [23]. \quad \square

**Remark 5.4.** Using the general inequality of Niederreiter and Wills [33], we obtain

\begin{equation}
D_n \left(\eta^{(m)}, \mu^{(m)}, \mathcal{I}^{(m)}\right)
\leq (4(k + m - 1) + 1) \left(D_n \left(\xi^{(k+m-1)}, \lambda^{(k+m-1)}, \mathcal{I}^{(k+m-1)}\right)\right)^{\frac{1}{k+m-1}}.
\end{equation}

To construct pseudo-random number sequences with different distributions we just have to find a transformation which converts the Lebesgue measure into the required probability measure by $\mu(B) = \lambda(k)(F_k^{-1}(B))$ and if $\xi$ is a c.u.d. sequence, then the sequence $\eta = F_k(\xi^{(k)})$ will have the desired distribution.

The main problem is that finding such an $F_k$ is usually not evident. As we will see, for practical applications it is sufficient to find approximations of the required distribution. For example, if we would like to have a pseudo-random number sequence close to Gaussian distribution, then using the Central Limit Theorem or one of its quantified versions, the Berry-Esséen Theorem, we can prove that there is a possibility to get the expected sequence.
Theorem 5.5 (Berry–Esséen Theorem). Let \( k \geq 1 \) be an integer, \( \xi_1, \ldots, \xi_k \) be independent random variables in \( \mathbb{R} \), each with zero mean, let \( \sigma_i^2 \) be the variance and \( \varrho_i \) be the absolute third moment of \( \xi_i \) for \( 1 \leq i \leq k \) and let
\[
\sigma^2 = \frac{1}{k} \sum_{i=1}^{k} \sigma_i^2 \quad \text{and} \quad \varrho = \frac{1}{k} \sum_{i=1}^{k} \varrho_i
\]
be the average variance and the average absolute third moment of \( \xi_1, \ldots, \xi_k \), respectively. Define the random variable
\[
\eta = \frac{1}{\sqrt{k} \sigma} \sum_{i=1}^{k} \xi_i .
\]
Let \( \mu \) be the probability measure corresponding to \( \eta \) and let \( \gamma \) be the probability measure corresponding to the standard Gaussian distribution.

If none of \( \varrho_1, \ldots, \varrho_k, \sigma \) is vanishing, then
\[
\sup_{B \in \mathfrak{L}} |\mu(B) - \gamma(B)| \leq \frac{11}{4\sqrt{k} \sigma^3} \varrho ,
\]
where \( \mathfrak{L} \) is the family of all intervals \( ]-\infty, x[ \).

Proof. See e.g. Theorem 12.4 in [1] \( \square \)

Lemma 5.6. Let \( \xi \) be a c.u.d. sequence in \( \left[ -\frac{1}{2}, \frac{1}{2} \right] \), let \( k \) be a positive integer, let \( 0 < \varepsilon \leq 1 \) and let
\[
F_k : \mathbb{R} \rightarrow \mathbb{R}
\]
be a linear transformation, such that
\[
F_k(\bar{x}) = \sum_{i=1}^{k} f_i x_i ,
\]
where \( \bar{x} = (x_1, \ldots, x_k) \) and \( f_1, \ldots, f_k \in \mathbb{R} \), such that
\[
(5.9) \quad |f_i| \geq \varepsilon \frac{2\sqrt{3}}{\sqrt{k}} \quad \text{for all} \quad 1 \leq i \leq k .
\]
If
\[
\sum_{i=1}^{k} f_i^2 = 12 ,
\]
then the sequence \( \eta \), defined by
\[
\eta_m = F_k \left( \bar{\xi}_m^{(k)} \right) \quad \text{for all} \quad m \in \mathbb{N} ,
\]
has discrepancy
\[
D_n(\eta, \gamma, \mathcal{I}) \leq \left( 4k^{\frac{3}{2}} + 1 \right) D_n \left( \bar{\xi}_m^{(k)}, \lambda^{(k)}, \mathcal{I}^{(k)} \right) \frac{33\sqrt{3}}{8} \sqrt{(1 - \varepsilon^2) + \frac{3\varepsilon^2}{k}} ,
\]
where \( \mathcal{I} \) and \( \mathcal{I}^{(k)} \) are the families of all the intervals and axis-parallel intervals in \( \mathbb{R} \) and in \( \mathbb{R}^k \), respectively, \( \gamma \) is the probability measure corresponding to the standardized Gaussian distribution and \( \lambda^{(k)} \) is the Lebesgue measure in \( \mathbb{R}^k \).
Corollary 5.7. With the conditions of Lemma 5.6, if \( F_1 \) is such that the corresponding
\[
|f_1| = \cdots = |f_k| = \frac{2\sqrt{3}}{\sqrt{k}},
\]
then
\[
D_n(\eta, \gamma, \mathcal{F}) \leq \left(4k^{\frac{3}{2}} + 1\right) D_n\left(\xi^{(k)}, \lambda^{(k)}, \mathcal{G}^{(k)}\right)^{\frac{1}{k}} + \frac{33(2\sqrt{3})}{8\sqrt{k}},
\]
In [12] the following result is proved:

Theorem 5.9. Let \( 0 < \Theta < \frac{1}{2} \) be fixed, \( k_n \) be a sequence of positive integers with
\( k_n \leq (\log n)^{\Theta} \)
if \( n \in \mathbb{N} \) is sufficiently large, let \( p_n \) be a sequence of distinct positive integers and let \( \varepsilon \) be an arbitrary positive real number.

Then for almost all real \( s \times s \) matrix \( M \) with dominating eigenvalue bigger than 1 there exists a constant \( c \) depending on \( M, \varepsilon, \) and the given integral sequences \( p \) and \( k \), such that
\[
D_n(\xi^{(k_n)}, \lambda^{(s^2 k_n)}, \mathcal{G}^{(s^2 k_n)}) \leq c n^{-\frac{1}{2} + \varepsilon} \quad \text{for all} \quad n \in \mathbb{N},
\]
where
\[
\xi_m = M^{p_m} \mod 1,
\]
furthermore, \( \lambda^{(s^2 k_n)} \) and \( \mathcal{G}^{(s^2 k_n)} \) are as given above.

Lemma 5.11. Let \( 0 < \Theta < 1 \) be fixed, \( k_n \) be an increasing sequence with \( \lim k_n = \infty \), such that
\[
k_n \leq (\log n)^{\Theta},
\]
let \( \xi \) be a sequence of numbers in the interval \( [-\frac{1}{2}, \frac{1}{2}] \), such that
\[
D_n(\xi^{(k_n)}, \lambda^{(k_n)}, \mathcal{G}^{(k_n)}) \leq c \cdot n^{-\frac{1}{2} + \varepsilon}
\]
with \( c > 0 \) and \( 0 < \varepsilon < \frac{1}{2} \) and let
\[
F_n : \mathbb{R}^{k_n} \to \mathbb{R}
\]
be an arbitrary sequence of linear functionals, satisfying
\[
F_n(\bar{x}) = \sum_{i=1}^{k_n} f_{n,i} x_i \quad \text{with} \quad |f_{n,i}| = \frac{2\sqrt{3}}{\sqrt{k_n}} \quad \forall i \in \{1, \ldots, k_n\}.
\]
Then the sequence
\[
\eta_n := F_n\left(\xi^{(k_n)}\right)
\]
is a completely Gaussian distributed sequence.

Remark 5.13. If we want to use a pseudo-random number sequence in practice, it is required to be a 'good' random sequence. Only the first approximation of goodness is that the sequence has the expected distribution. The 'randomness' is higher, if the sequence passes more statistical tests. (Of course, the different tests have different weights in the classification at a particular use of the pseudo-random sequence.)

In Appendix C we make some experimental examinations of several sequences of numbers. Remark 5.12 also gives an idea to test u.d. sequences by transforming them into another distribution and testing the new sequence by the usual tests.
Chapter 6

Application of linear recurring sequences

Let us consider the trinomial $x^n - Bx^k - A \in \mathbb{Z}[x]$. Ribenboim [38] has shown that if $k = 1$, then for a fixed $n$ and $B$ there exist only finitely many $A$’s for which the trinomial is divisible by a quadratic polynomial and similarly if $n$ and $A$ are fixed, then there exist only finitely many $B$’s for which the trinomial has a quadratic factor. He used only elementary steps in the proof.

Schinzel in [40] presented a much more general result, in which he proved among others that for a fixed $A$ there exist only finitely many $n$’s, $k$’s and $B$’s for which the trinomial is divisible by any polynomial. He could prove a similar result for a fixed $B$, too. His proof is however not an elementary one.

We are also able to generalize Ribenboim’s result by extending his proof but keeping its elementariness. Our result is less general than Schinzel’s one. The results of this chapter are basically identical to the results of Herendi and Pethő [21].

During this chapter we will use the notation $\chi(n)$ for the parity function of $n \in \mathbb{N}$, i.e.

$$\chi(n) = \begin{cases} 0 & \text{if } n \equiv 0 \mod 2 \\ 1 & \text{if } n \equiv 1 \mod 2 \end{cases}.$$  

Let $R$ be a commutative ring, and let $u_n \in R$ be a second-order linear recurring sequence with recurrence relation

$$u_n = u_{n-1} + au_{n-2} \quad \text{for } n \geq 2,$$

with $a \in R$ and initial values $u_1 = u_0 = 1$. Let us define as in Chapter 1 the state vector

$$\vec{u}_n = \begin{pmatrix} u_{n+1} \\ u_n \end{pmatrix}$$

and let $M$ be the companion matrix of the sequence, i.e.

$$M = \begin{pmatrix} 1 & a \\ 1 & 0 \end{pmatrix}.$$  

With these definitions we have $\vec{u}_{n+1} = M\vec{u}_n$. We remark that the sequence can be extended with the value $u_{-1} = 0$. 
Lemma 6.1. Let $0 \leq k \leq n$. With the previous definitions
\[ u_n u_{k-1} = u_{n-1} u_k - (-1)^k a^k u_{n-k-1} . \]

Lemma 6.2. Let $0 < k \leq n$ and $u_n$ as before. Then
\[ u_n = u_{n-k} u_k + a u_{n-k-1} u_{k-1} . \]

Corollary 6.3. Let $n \geq 1$. Then
\[ u_{n+2} = u_3 u_n - a^2 u_{n-2} . \]

Lemma 6.4. Let $R$ be a unique factorization domain, $n \in \mathbb{N}$ and let $u$ be as above. Then
\[ \gcd(a, u_n) = 1 . \]

Lemma 6.6. Let $R$ be a unique factorization domain, $n, k \geq 1$ and $u$ is a linear recurring sequence, defined as above, and suppose that $m = \gcd(n, k)$. Then
\[ \gcd(u_{n-1}, u_{k-1}) = u_{m-1} . \]

Further on, let $F_n(x)$ be the sequence of polynomials over $\mathbb{Z}$ satisfying the recurrence relation
\[ F_n(x) = F_{n-1}(x) + x \cdot F_{n-2}(x) \quad \text{for} \quad n \geq 2 \]
with initial values $F_0(x) = F_1(x) = 1$.

Remark 6.9. Some of the first few elements of the sequence are:
\[
\begin{align*}
F_0(x) &= 1 & F_1(x) &= 1 \\
F_2(x) &= x + 1 & F_3(x) &= 2x + 1 \\
F_4(x) &= x^2 + 3x + 1 & F_5(x) &= 3x^2 + 4x + 1 \\
F_6(x) &= x^3 + 6x^2 + 5x + 1 & F_7(x) &= 4x^3 + 10x^2 + 6x + 1 \\
F_8(x) &= x^4 + 10x^3 + 15x^2 + 7x + 1 & F_9(x) &= 5x^4 + 20x^3 + 21x^2 + 8x + 1
\end{align*}
\]

Lemma 6.10. Let $n \in \mathbb{N}$. With the previous definition of $F_n(x)$ we have
\[ \deg(F_n(x)) = \left\lceil \frac{n^2}{2} \right\rceil . \]

Lemma 6.11. The leading coefficient of $F_n(x)$ is
\[ \text{lc}(F_n) = \begin{cases} 
1 & \text{if } n = 2k \\
k + 1 & \text{if } n = 2k + 1
\end{cases} \]
with some $k \in \mathbb{N}$. 
Lemma 6.12. The roots of $F_n(x)$ are

$$-\frac{\xi_{n+1}^j}{\left(\xi_{n+1}^j + 1\right)^{1/2}},$$

where $1 \leq j \leq \left\lfloor \frac{n}{2} \right\rfloor$ and $\xi_{n+1}$ is an $n+1$-th primitive root of unity.

Remark 6.13. The complex conjugate of the numbers $\xi_{n+1}$ are $\xi_{n+1}^{n+1-j}$, whence by the proof of Lemma 6.2 we find that the complex conjugate of $-\frac{\xi_{n+1}^j}{\left(\xi_{n+1}^j + 1\right)}$ is itself. This yields that all the roots of $F_n(x)$ are real.

Remark 6.14. It is clear from the proof of Lemma 6.12, that all the roots of $F_n(x)$ are different.

Remark 6.15. We can prove that all the roots of $F_n(x)$ are less than $-\frac{1}{4}$. Consequently, since the leading coefficients of $F_n(x)$ are positive, thus

$$0 < F_n \left( -\frac{1}{4} \right) \leq F_n(x_1) \leq F_n(x_2) \quad \text{for all} \quad -\frac{1}{4} \leq x_1 \leq x_2.$$

Remark 6.16. Let $u_n$ be the sequence defined by the recurrence relation

$$u_n = u_{n-1} - \frac{1}{4}u_{n-2} \quad \text{for} \quad n \geq 2,$$

with starting values $u_0 = u_1 = 1$.

Then

$$F_n \left( -\frac{1}{4} \right) = u_n \quad \text{for all} \quad n \in \mathbb{N}$$

and

$$u_n = (c_1n + c_2) \left(\frac{1}{2}\right)^n \quad \text{for all} \quad n \in \mathbb{N}$$

with some $c_1, c_2 \in \mathbb{Q}$. (See e.g. Chapter C in [43].)

Solving the system of equations

$$1 = u_0 = c_2$$
$$1 = u_1 = \frac{1}{2} c_1 + \frac{1}{2} c_2,$$

we obtain that

$$F_n \left( -\frac{1}{4} \right) = u_n = (n + 1) \left(\frac{1}{2}\right)^n \quad \text{for all} \quad n \in \mathbb{N}.$$

Lemma 6.18. Let \( n \in \mathbb{N} \). With the previous definitions, \( F_n(x) \) has a rational root if and only if \( \gcd(n+1,12) \geq 3 \) and the rational roots of \( F_n(x) \) are in the set \( \{-1, -\frac{1}{2}, -\frac{1}{3}\} \).

We will define the polynomial sequence \( f_n(x,y) \) by the following relation:

\[
f_n(x,y) = \begin{cases} y^{\frac{n}{2}} \cdot F_n\left(\frac{x}{y}\right) & \text{if } n \in \mathbb{N} \\ 0 & \text{if } n < 0. \end{cases}
\]

Remark 6.20. With the previous definition

\[
(6.7) \quad \delta_{0n} \cdot f_n(x,y) = y^{\chi(n-1)} \cdot f_{n-1}(x,y) + x \cdot f_{n-2}(x,y) \quad \text{for } n \in \mathbb{Z},
\]

where

\[
\delta_{0n} = \begin{cases} 0, & \text{if } n = 0 \\ 1, & \text{if } n \neq 0. \end{cases}
\]

Remark 6.21. Replacing \( y \) by \( y^2 \) in the definition of \( f_n(x,y) \) it is easy to prove that

\[
y^{\chi(n)} f_n(x,y^2) = y^n F_n\left(\frac{x}{y^2}\right).
\]

Lemma 6.23. Let \( n,k \in \mathbb{N} \) and suppose that \( \gcd(n,k) = m \). Then

\[
y^{\chi(m-1)} \cdot f_m(x,y^2) \mid y^{\chi(n-1)} \cdot f_{n-1}(x,y^2).
\]

(By symmetry, obviously the same holds, if we replace \( n \) by \( k \).)

Lemma 6.24. Let \( n \geq 1 \). Then

\[
f_{n+2}(x,y) = (2x+y) \cdot f_n(x,y) - x^2 \cdot f_{n-2}(x,y).
\]

Lemma 6.27. Let \( A, B \in \mathbb{Z} \), such that \( A^2 \neq iB \) where \( i = 1, 2, 3, 4 \) and let \( \alpha \) and \( \beta \) the roots of the polynomial \( x^2 - Ax - B \). Then \( \alpha/\beta \) is not a root of unity.

Proof. See the Remarks on page 7 in [34].

Lemma 6.28. Let \( u_n \) be a second-order linear recurring sequence, with two different roots of its characteristic polynomial, \( \alpha \) and \( \beta \). Suppose that \( |\alpha| \geq |\beta| \), \( \alpha/\beta \) is not a root of unity and \( u_n \) has no first-order recurrence relation. Then, there exists an effectively computable constant \( c_1 \) depending on \( u_n \), such that

\[
|u_n| \geq |\alpha|^{n-c_1 \log n}.
\]

Proof. The lemma is a simplified form of Theorem 3.1. of [43].

The following lemma generalizes a result of Ribenboim [38] and is basic for the proofs of the theorems.
Lemma 6.30. Let \( n \geq 2 \), \( 1 \leq k < n \) and \( a, b, A, B \in \mathbb{Z} \). If \( x^2 - bx - a \) divides \( x^n - Bx^k - A \), then

\[
B \cdot b^{\chi(k-1)} \cdot f_{k-1}(a, b^2) = b^{\chi(n-1)} \cdot f_{n-1}(a, b^2),
\]

and

\[
A = a \cdot \left( b^{\chi(n-2)} \cdot f_{n-2}(a, b^2) - B \cdot b^{\chi(k-2)} \cdot f_{k-2}(a, b^2) \right).
\]

Lemma 6.32. Let \( k, n \in \mathbb{N} \) and \( A \in \mathbb{Z} \setminus \{0\} \) be fixed. Then there exist only finitely many, effectively computable \( a, b, B \in \mathbb{Z} \), such that

\[
x^2 - bx - a \mid x^n - Bx^k - A.
\]

Lemma 6.33. Let \( k, n \in \mathbb{N} \), such that

\[
\gcd(n, k, 12) = 1
\]

and \( a, b, A, B \in \mathbb{Z} \), such that \( A \cdot B \neq 0 \). If

\[
x^2 - bx - a \mid x^n - Bx^k - A,
\]

then

\[
b^{\chi(k-1)} f_{k-1}(a, b^2) \neq 0.
\]

Theorem 6.34. Let \( k \in \mathbb{N} \), \( A \in \mathbb{Z} \setminus \{0\} \). Then there exist only finitely many effectively computable polynomials in the form \( x^n - Bx^k - A \), where \( n \in \mathbb{N} \), such that \( \gcd(n, k, 12) = 1 \), \( B \in \mathbb{Z} \setminus \{0\} \) and

\[
x^2 - bx - a \mid x^n - Bx^k - A
\]

for some \( a, b \in \mathbb{Z} \), supposing that either \( a \neq -1 \) or \( |b| \neq 1 \).

Theorem 6.35. Let \( n, k \in \mathbb{N} \), such that \( \gcd(n, k, 12) = 1 \) and \( n - k > 4 \) and let \( B \in \mathbb{Z} \setminus \{0\} \) are fixed. Then there exist only finitely many \( A \in \mathbb{Z} \setminus \{0\} \), such that

\[
x^2 - bx - a \mid x^n - Bx^k - A
\]

for some \( a, b \in \mathbb{Z} \).

Theorem 6.36. Let \( n, k \in \mathbb{N} \), such that \( \gcd(n, k, 12) \geq 2 \) and \( n - k > 4 \) and let \( B \in \mathbb{Z} \setminus \{0\} \) are fixed. Then there exists an explicitly given sequence of integers \( A_i \) \( (i = 1, \ldots) \), such that

(6.24)

\[
x^2 - bx - a \mid x^n - Bx^k - A_i
\]

for some \( a, b \in \mathbb{Z} \) and there are no other \( A \)'s satisfying (6.24).
Remark 6.37. Schinzel showed that there exist a constant $c$ such that every trinomial with integer coefficients having the property $n/\gcd(n,k) > c$ is reducible if and only if it has a linear or quadratic divisor. (See Consequence 1. of [40].) He also proved some results similar to our Theorems 6.34, 6.35 and 6.36 in Theorem 9 of [40].
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