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Abstract

In this paper, we first prove that the generalized fundamental equation of information depending on a positive real parameter $\alpha$, is stable in the sense of Hyers and Ulam provided that $\alpha \neq 1$, then we apply this result to prove the stability of a system of functional equations that characterizes the entropy of degree alpha or Havrda–Charvát entropy which has recently often been called the Tsallis entropy.

1. Introduction

The basic problem in the stability theory of functional equations is whether an “approximate solution” of a functional equation or of a system of functional equations “can be approximated” by a solution of this equation or of this system of equations. This question was originally raised in a talk by Ulam in 1940 (see also [15]) concerning the Cauchy equation and was answered in the affirmative by Hyers [7] who proved that the Cauchy equation is stable. This terminology can, of course, be also applied to other functional equations (see e.g. the survey papers by Forti [4] and Ger [5]). In this paper, we first consider a functional equation that arises in a natural way from the characterization problem of the entropy of degree alpha or Havrda–Charvát entropy which is a well-known information measure.

In what follows we denote the set of real numbers and the set of positive integers by $\mathbb{R}$ and $\mathbb{N}$, respectively. For fixed $0 < \alpha \in \mathbb{R}$ and $2 \leq n \in \mathbb{N}$ define the set

$$\Gamma_n = \left\{ (p_1, \ldots, p_n) \in \mathbb{R}^n : p_i \geq 0, i = 1, \ldots, n, \sum_{i=1}^n p_i = 1 \right\}$$

and the function $H_n^\alpha$ on $\Gamma_n$ by

$$H_n^\alpha(p_1, \ldots, p_n) = \begin{cases} (2^1 - \alpha)^{-1} \left( \sum_{i=1}^n p_i^{\alpha} - 1 \right) & \text{for } \alpha \neq 1, \\ - \sum_{i=1}^n p_i \log p_i & \text{for } \alpha = 1. \end{cases}$$

Here $\log = \log_2$ and the convention $0 \log 0 = 0$ is adapted. It is well known and easy to see that

$$\lim_{\alpha \to 1} H_n^\alpha = H_n^1$$

on $\Gamma_n$ for all $2 \leq n \in \mathbb{N}$.
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The sequence \((H^n_\alpha)\) is the entropy of degree \(\alpha\), and particularly \((H^n_1)\) is the Shannon entropy. \((H^n_1)\) was first introduced to the statistical thermodynamics by Boltzmann and Gipp, to the information theory by Shannon [12], while \((H^n_\alpha)\) (for \(\alpha \neq 1\)) was first investigated from cybernetic point of view by Havrda and Charvát [6], from information theoretical point of view by Daróczy [2], and was rediscovered by Tsallis [14] for the Physics community. The basic reference concerning the entropy of degree \(\alpha\) is the book by Aczél and Daróczy [1]. In this note we borrow the following definitions from it. We say that the sequence \((I_n)\) of functions \(I_n : I^n \to \mathbb{R}\) \((n \geq 2)\) is \(\alpha\)-recursive if

\[
I_n(p_1, \ldots, p_n) = I_{n-1}(p_1 + p_2, p_3, \ldots, p_n) + (p_1 + p_2)^\alpha I_2 \left( \frac{p_1}{p_1 + p_2}, \frac{p_2}{p_1 + p_2} \right)
\]  (1.1)

holds for all \(2 < n \in \mathbb{N}\), \((p_1, \ldots, p_n) \in I^n\) (here, and through the paper, the convention \((0 + 0)^\alpha I_2(0,0) = 0\) will be adopted);

3-semi-symmetric if

\[
I_3(p_1, p_2, p_3) = I_3(p_1, p_3, p_2) \quad \text{on } I_3;
\]  (1.2)

and normalized if

\[
I_2 \left( \frac{1}{2}, \frac{1}{2} \right) = 1.
\]  (1.3)

We extend these definitions by saying that \((I_n)\) is 2-semi-symmetric if

\[
I_2(1,0) = I_2(0,1).
\]  (1.4)

The sequence \((H^n_\alpha)\) satisfies the properties above and, as it is proved in [2] and [1], is characterized by (1.1)–(1.4) for \(0 < \alpha \neq 1\). The idea for the characterization of \((H^n_\alpha)\) in [2] and [1] is that the (1.1) \(\alpha\)-recursivity and (1.2) 3-semi-symmetry imply that

\[
g(x) + (1 - x)^\alpha g \left( \frac{y}{1-x} \right) = g(y) + (1 - y)^\alpha g \left( \frac{x}{1-y} \right)
\]  (1.5)

holds on \(D = \{(x,y) \in \mathbb{R}^2 : x, y \in [0,1], x + y \leq 1\}\) for the function \(g : [0,1] \to \mathbb{R}\) defined by

\[
g(x) = I_2(1-x,x).
\]

In case \(\alpha = 1\), Eq. (1.5) is called the fundamental equation of information (see [1]). In [2] Daróczy proved that the only solution \(g : [0,1] \to \mathbb{R}\) of (1.5) with \(0 < \alpha \neq 1\) satisfying \(g(0) = g(1), g(\frac{1}{2}) = 1\) (equivalently with (1.4) 2-semi-symmetry and (1.3) normalization) is

\[
g(x) = (2^{1-\alpha} - 1)^{-1} [x^\alpha + (1-x)^\alpha - 1] \quad (x \in [0,1]).
\]

Thus the initial element of the \(\alpha\)-recursive sequence \((I_n)\) (and therefore also the sequence \((I_n)\) itself) is uniquely determined by the properties of 3-semi-symmetry, 2-semi-symmetry, and normalization. The purpose of this paper is to prove the stability of the system of equations of \(\alpha\)-recursivity and 3-semi-symmetry in case \(0 < \alpha \neq 1\). In case \(\alpha = 1\) only a partial result is known (see Morando [10]).

2. Main results

We first prove a theorem which generalizes the result of [2] and implies the stability of Eq. (1.5).

**Theorem 2.1.** Let \(\alpha, \varepsilon \in \mathbb{R}, 0 < \alpha \neq 1, 0 \leq \varepsilon,\) and \(f : [0,1] \to \mathbb{R}\). Suppose that

\[
\left| f(x) + (1 - x)^\alpha f \left( \frac{y}{1-x} \right) - f(y) - (1 - y)^\alpha f \left( \frac{x}{1-y} \right) \right| \leq \varepsilon
\]  (2.1)

holds for all \((x,y) \in D\). Then there exist \(a, b \in \mathbb{R}\) such that

\[
|f(x) - (ax^\alpha + b(1-x)^\alpha - b)| \leq \varepsilon \left\{ \frac{2^{1-\alpha} - 1}{1} \right\} \quad (x \in [0,1]).
\]  (2.2)

**Proof.** In the proof we adapt some ideas from [2]. Define the function \(F\) on \([0,1] \times [0,1]\) by

\[
F(p, q) = f(1 - p) + p^\alpha f(q) - f(pq) - (1 - p)^\alpha f \left( \frac{1 - p}{1 - pq} \right).
\]

Then inequality (2.1), with the substitutions

\[
x = 1 - p, \quad y = pq, \quad (p, q) \in [0,1] \times [0,1],
\]
implies that
\[ |F(p, q)| \leq \varepsilon \quad (p, q) \in [0, 1] \times [0, 1]. \] (2.3)

On the other hand, for all \( p, q \in [0, 1] \), we have
\[ \left[ q^\alpha + (1 - q)^{\alpha - 1} \right] f(p) - \left[ (1 - p)^{\alpha - 1} - 1 \right] f(q) + f(1) \left[ (1 - p)^{\alpha - 1} - (1 - q)^{\alpha - 1} \right] \]
\[ = F(q, p) - F(p, q) - F(q, 1) + F(p, 1) + (1 - pq)^\alpha \left[ f \left( \frac{1 - p}{1 - pq} \right) + f \left( \frac{1 - q}{1 - pq} \right) \right] - F \left( \frac{1 - p}{1 - pq} \right). \]

It follows from (2.3) that
\[ \left| q^\alpha + (1 - q)^{\alpha - 1} \right| f(p) - \left[ (1 - p)^{\alpha - 1} - 1 \right] f(q) + f(1) \left[ (1 - p)^{\alpha - 1} - (1 - q)^{\alpha - 1} \right] \leq 7\varepsilon. \]

Finally, with the substitution \( q = \frac{1}{2} \) and with the notations
\[ a = f(1) + (2^{1 - \alpha} - 1) \left( f \left( \frac{1}{2} \right) - f(1)2^{1 - \alpha} \right), \quad b = a - f(1), \]

dividing both sides by \( 2^{1 - \alpha} - 1 \), and writing \( x \) in place of \( p \) we have that
\[ |f(x) - (ax^\alpha + b(1 - x)^{\alpha - 1})| \leq 7|2^{1 - \alpha} - 1|^{-1}\varepsilon \quad (x \in [0, 1]). \]

A direct calculation shows that this inequality holds also for \( x = 0 \) and \( x = 1 \). Indeed, for \( x = 1 \) the left-hand side is zero, while for \( x = 0 \) (with \( y \to 0 \) ), (2.1) implies that \(|f(0)| \leq \varepsilon \leq 7|2^{1 - \alpha} - 1|^{-1}\varepsilon. \]

We immediately get the following corollaries.

**Corollary 2.2.** If \( \varepsilon = 0 \) then we have the general solution of (1.5). (See [2].)

**Corollary 2.3.** The functional equation (1.5) is stable and, because of the boundedness of the solutions of (1.5), it is superstable. (See e.g. [4, Definition 3] or [11, Définition 6].)

**Remark 2.4.** The right-hand side of (2.2) tends to \( +\infty \) whenever \( \alpha \rightarrow 1 \).

It is easy to see that the sequence of functions
\[(p_1, \ldots, p_n) \mapsto cH_n^\alpha(p_1, \ldots, p_n) + d(p_1^\alpha - 1), \quad (p_1, \ldots, p_n) \in \Gamma_n\]
is \( \alpha \)-recursive and 3-semi-symmetric for all \( c, d \in \mathbb{R} \). Thus the following theorem can also be considered as a stability theorem.

**Theorem 2.5.** Let \((I_n)\) be the sequence of functions \( I_n : \Gamma_n \to \mathbb{R} \) \((n \geq 2)\) and suppose that there exist a sequence \((\varepsilon_n)\) of non-negative real numbers and a real number \( 0 < \alpha \neq 1 \) such that
\[ |I_n(p_1, \ldots, p_n) - I_{n-1}(p_1 + p_2, p_3, \ldots, p_n) - (p_1 + p_2)^\alpha \sum_{k=2}^{n-1} \left( \begin{array}{c} p_1 \cdot p_2 \cdot \ldots \cdot p_3 \cdot \ldots \cdot p_n \end{array} \right) | \leq \varepsilon_{n-1} \] (2.4)
holds for all \( n \geq 3 \) and \((p_1, \ldots, p_n) \in \Gamma_n\), and
\[ |I_3(p_1, p_2, p_3) - I_3(p_1, p_3, p_2) | \leq \varepsilon_1 \]
holds on \( \Gamma_3 \).

Then there exist \( c, d \in \mathbb{R} \) such that
\[ |I_n(p_1, \ldots, p_n) - cH_n^\alpha(p_1, \ldots, p_n) + d(p_1^\alpha - 1) | \leq \varepsilon_1 + 2\varepsilon_0 \leq 7(n-1)(\varepsilon_1 + 2\varepsilon_0)|2^{1 - \alpha} - 1|^{-1} \] (2.5)
for all \( n \geq 2 \) and \((p_1, \ldots, p_n) \in \Gamma_n\). Here the convention \( \sum_{k=2}^{n-1} \varepsilon_k = 0 \) is adapted.

**Proof.** Let \((x, y) \in D\) and \( n = 3, p_1 = 1 - x - y, p_2 = y, p_3 = x \) in (2.4). Then
\[ |I_3(1 - x - y, y, x) - I_2(1 - x, x) - (1 - x)^\alpha \sum_{k=2}^{n-1} \left( \begin{array}{c} p_1 \cdot p_2 \cdot \ldots \cdot p_3 \cdot \ldots \cdot p_n \end{array} \right) | \leq \varepsilon_2 \] (2.7)
and, by interchanging \( x \) and \( y \) in (2.7), we have that
\[ |I_3(1 - y - x, x, y) - I_2(1 - y, y) - (1 - y)^\alpha \sum_{k=2}^{n-1} \left( \begin{array}{c} p_1 \cdot p_2 \cdot \ldots \cdot p_3 \cdot \ldots \cdot p_n \end{array} \right) | \leq \varepsilon_2. \] (2.8)
Therefore, by (2.7), (2.5), and (2.8), for the function \( f : [0, 1] \to \mathbb{R} \) defined by \( f(x) = I_2(1 - x, x) \), we obtain that

\[
\begin{align*}
|f(x) + (1 - x)\alpha f\left(\frac{y}{1-x}\right) - f(y) - (1 - y)\alpha f\left(\frac{x}{1-y}\right)| &\leq |f(x) + (1 - x)\alpha f\left(\frac{y}{1-x}\right) - I_3(1 - x - y, y, x)| \\
&\quad + |I_3(1 - x - y, y, x) - I_3(1 - x - y, y, x)| \\
&\quad + |I_3(1 - y, x, x) - f(y) - (1 - y)\alpha f\left(\frac{x}{1-y}\right)|
\end{align*}
\]

\[
\leq 2\varepsilon_2 + \varepsilon_1
\]

for all \((x, y) \in D\). Thus (2.1) holds with \( \varepsilon = 2\varepsilon_2 + \varepsilon_1 \). Therefore, by Theorem 2.1, we get (2.2) with \( \varepsilon = 2\varepsilon_2 + \varepsilon_1 \) and with some \( a, b \in \mathbb{R} \). Let now \((p_1, p_2) \in T_2\). Then, with the notations \( c = a(2^{1-\alpha} - 1), d = b - a \) and \( x = 1 - p_1 \), it follows from (2.2) that

\[
|I_2(p_1, p_2) - cH_n^\alpha(p_1, p_2) - d(p_1 - 1)| \leq 7(\varepsilon_1 + 2\varepsilon_2)|2^{1-\alpha} - 1|^{-1},
\]

which is (2.6) holds for \( n = 2 \). We continue the proof by induction on \( n \). Suppose that (2.6) holds and, for the sake of brevity, introduce the notation

\[
J_n(p_1, \ldots, p_n) = cH_n^\alpha(p_1, \ldots, p_n) + d(p_1 - 1)
\]

for all \( 2 \leq n \in \mathbb{N} \), \((p_1, \ldots, p_n) \in T_n \). Since \((J_n)\) is \( \alpha \)-recursive, for all \((p_1, \ldots, p_{n+1}) \in T_{n+1} \), we obtain that

\[
\begin{align*}
I_{n+1}(p_1, \ldots, p_{n+1}) - J_{n+1}(p_1, \ldots, p_{n+1}) \\
= I_{n+1}(p_1, \ldots, p_{n+1}) - J_n(p_1 + p_2, p_3, \ldots, p_{n+1}) - (p_1 + p_2)\alpha J_2(p_1 + p_2, p_1 + p_2) \\
= I_{n+1}(p_1, \ldots, p_{n+1}) - I_n(p_1 + p_2, p_3, \ldots, p_{n+1}) - (p_1 + p_2)\alpha J_2(p_1 + p_2, p_1 + p_2) \\
&\quad + I_n(p_1 + p_2, p_3, \ldots, p_{n+1}) - J_n(p_1 + p_2, p_3, \ldots, p_{n+1}) \\
&\quad + (p_1 + p_2)\alpha J_2(p_1 + p_2, p_1 + p_2) - (p_1 + p_2)\alpha J_2(p_1 + p_2, p_1 + p_2).
\end{align*}
\]

Thus (2.4), the induction hypothesis, and (2.9) imply that

\[
|I_{n+1}(p_1, \ldots, p_{n+1}) - J_{n+1}(p_1, \ldots, p_{n+1})| \leq \sum_{k=2}^{n-1} \varepsilon_k + 7(n - 1)(\varepsilon_1 + 2\varepsilon_2)|2^{1-\alpha} - 1|^{-1}
\]

\[
+ 7(\varepsilon_1 + 2\varepsilon_2)|2^{1-\alpha} - 1|^{-1},
\]

that is, (2.6) holds also for \( n + 1 \) instead of \( n \). \( \Box \\

3. Open problems

Our arguments do not work if \( \alpha = 1 \) or if we exclude zero probabilities and allow the non-positivity of \( \alpha \). Thus we have the following problems.

**Problem 3.1.** What about the stability of (1.5) on \( D \) for \( \alpha = 1 \)?

**Problem 3.2.** In [13] Székelyhidi asked the following. Let \( f : [0, 1] \to \mathbb{R} \) be a function so that the function \( Af \) which is defined on the open triangle \( D^\circ = \{(x, y) \in \mathbb{R}^2 : x, y, x + y \in [0, 1]\} \)

\[
Af(x, y) = f(x) + (1 - x)f\left(\frac{y}{1-x}\right) - f(y) - (1 - y)f\left(\frac{x}{1-y}\right)
\]

is bounded. Is it true that \( f = g + b \) on \([0, 1]\) where \( g : [0, 1] \to \mathbb{R} \) satisfies \( Ag = 0 \) on \( D^\circ \) and \( b : [0, 1] \to \mathbb{R} \) is bounded? This problem is open also for all \( \alpha \in \mathbb{R} \), if \( Af \) is replaced by \( A_\alpha f \) where

\[
A_\alpha f(x, y) = f(x) + (1 - x)^\alpha f\left(\frac{y}{1-x}\right) - f(y) - (1 - y)^\alpha f\left(\frac{x}{1-y}\right).
\]

We mention that the solutions \( g : [0, 1] \to \mathbb{R} \) of the equation \( A_\alpha g = 0 \) are known (Maksa [8], Maksa and Ng [9]).

**Problem 3.3.** In the literature (see e.g. Ebanks, Sahoo and Sander [3]) higher dimensional information measures of multiplicative type are also considered. The problem of the stability of the connected functional equations and the system of equations is partly still open.
References