Fragmentation processes in impact of spheres
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We study the brittle fragmentation of spheres by using a three-dimensional discrete element model. Large scale computer simulations are performed with a model that consists of agglomerates of many particles, interconnected by beam-truss elements. We focus on the detailed development of the fragmentation process and study several fragmentation mechanisms. The evolution of meridional cracks is studied in detail. These cracks are found to initiate in the inside of the specimen with quasiperiodic angular distribution. The fragments that are formed when these cracks penetrate the specimen surface give a broad peak in the fragment mass distribution for large fragments that can be fitted by a two-parameter Weibull distribution. This mechanism can only be observed in three-dimensional models or experiments. The results prove to be independent of the degree of disorder in the model. Our results significantly improve the understanding of the fragmentation process for impact fracture since besides reproducing the experimental observations of fragment shapes, impact energy dependence, and mass distribution, we also have full access to the failure conditions and evolution.
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I. INTRODUCTION

Comminution is a very important step in many industrial applications, for which one desires to reduce the energy necessary to achieve a given size reduction and minimizing the amount of fine powder resulting from the fragmentation process. Therefore a large amount of research has already been carried out to predict the outcome of fragmentation processes. Today the mechanisms involved in the initiation and propagation of single cracks are fairly well understood, and statistical models have been applied to describe macroscopic fragmentation [1,2]. However, when it comes to complex fragmentation processes with dynamic growth of many competing cracks in three-dimensional (3D) space, much less is understood. Today, computers allow for 3D simulations with many thousands of particles and interaction forces that are more realistic than simple central potentials. These give a good refined insight of what is really happening inside the system, and how the predicted outcome of the fragmentation process depends on the system properties.

Experimental and numerical studies of the fragmentation of single brittle spheres have been largely applied to understand the elementary processes that govern comminution [3–22]. Experiments that were carried out in the 1960s analyzed the fragment mass and size distributions [3–5] with the striking result that the mass distribution in the range of small fragments follows a power law with exponents that are universal with respect to material, or the way energy is imparted to the system. Later it became clear that the exponents depend on the dimensionality of the object. These results were confirmed by numerical simulations that were mainly based on discrete element models (DEM) [18,23–26]. For large fragment masses, deviation from the power law distribution could be modeled by introducing an exponential cutoff, and by using a bilinear or Weibull distribution [12,13,15,27–30]. Another important finding was that fragmentation is only obtained above a certain material dependent energy input [5,6,31]. Numerical simulation could show that a phase transition at a critical energy exists, with the fragmentation regime above, and the fracture or damaged regime below the critical point [18,19,21].

The fragmentation process itself became experimentally accessible with the availability of high speed cameras, giving a clear picture on the formation of the fragments [5–13]. Below the critical point, only slight damage can be observed, but the specimen mainly keeps its integrity. Above but close to the critical point, the specimen breaks into a small number of fragments of the shape of wedges, formed by meridional fracture planes, and additional cone-shaped fragments at the specimen-target contact point. Way above the critical point, additional oblique fracture planes develop, that further reduce the size of the wedge-shaped fragments.

Numerical simulations can recover some of these findings, but while two-dimensional simulations cannot reproduce the meridional fracture planes that are responsible for the large fragments [14,16–18,20,21], three-dimensional simulations have been restricted to relatively small systems, and have not focused their attention on the mechanisms that initiate and drive these meridional fracture planes [15,19]. Therefore their formation and propagation is still not clarified, although the resulting two to four spherical wedged-shaped fragments are observed for a variety of materials and impact conditions [5,8,11,20]. Arbiter et al. [5] argued, based on the analysis of high speed photographs, that fracture starts from the periphery of the contact disk between the specimen and the plane, due to the circumferential tension induced by a highly compressed cone driven into the specimen. However, their experiments did not allow access to the damage developed inside the specimen during impact. Using transparent acrylic resin, Majzoub and Chaudhri [8] observed damage initiation at the border of the contact disk, but in their experiments plastic flow and material imperfections may have a dominant role.

In this paper we present three-dimensional simulations of brittle solid spheres under impact with a hard plate. With our
simulations, the time evolution of the fragmentation process and stress fields involved are directly accessible. We have focused our attention on the processes involved in the initiation and development of fracture, and how they lead to different regimes in the resulting fragment mass distributions. Our results can reproduce experimental observations on fragment shapes, impact energy dependence, and mass distributions, significantly improving our understanding of the fragmentation process in impact fracture.

II. MODEL AND SIMULATION

Discrete element models (DEM) have been successfully used since they were introduced by Cundall and Strack to study rock mechanics [32]. Applications range from static to impact and explosive loading, using elementary particles of various shapes that are connected by different types of massless cohesive elements [14,17–20,24,33–38]. In general, Newton’s equation governs the translational and rotational motion of the elements, that concentrate the whole mass. Forces and torques arise from element interactions, from the cohesive elements, volumetric forces, and of course from interaction with boundaries like walls.

Throughout this work we use a three-dimensional (3D) implementation of DEMs where the solid is represented by an assembly of spheres of two different sizes. They are connected via beam-truss elements that deform by elongation, shear, bending, and torsion. Besides carrying all the mass of the system, the spherical elements are not allowed to penetrate each other without a repulsive force acting on them. This mechanism is included in the model in order to take into account the possible interactions between formed fragments and fracture generated planes during the fragmentation of the material. The total force and moment acting on each element consists of the contact forces resulting from sphere-sphere interactions, $\vec{F} = \vec{F}^{\text{el}} + \vec{F}^{\text{diss}}$, the stretching and bending forces $\vec{F}^{\text{el}} = \vec{F}^{\text{el}0} + \vec{Q}$, and moments $\vec{M}^{b}$ transmitted by the beams attached.

The contact force has a repulsive term due to elastic interaction between overlapping spherical elements, which is given by the Hertz theory [39] as a function of the material Young’s modulus $E^p$, the Poisson ratio $\nu^p$, and the deformation $\xi_j$. The force on element $j$ at a distance $\vec{r}_{ij}$ relative to element $i$ [see Fig. 1(a)] is given by

$$\vec{F}^{\text{el}0}_{ij} = \frac{4}{3} \frac{E^p \sqrt{R_{ij}^3}}{(1 - \nu^p)^{3/2}} \xi^{3/2}_{ij},$$

where the overlapping distance $\xi_{ij} = R_i + R_j - |\vec{r}_{ij}|$ describes the deformation of the spheres, $1/R^{eff} = 1/R_i + 1/R_j$, and $\hat{r}_{ij} = \vec{r}_{ij}/|\vec{r}_{ij}|$. The additional terms of the contact force include damping and friction forces and torques in the same way as described in Refs. [1,18,24,40]. The Hertzian contact law for spheres assumes a radius of curvature corresponding to the spherical elements used in the model, thus introducing an arbitrary length scale into the contact behavior of conforming surfaces. The use of spherical interactions also could lead to slightly increased fracture toughness for sliding fracture under compression. In our case, however, mode II failure is rare and therefore this effect should not matter here. Surfaces in contact behave nonlinearly, however, this plays no role, since the contact zones are small compared to average fragment sizes.

The 3D representation of beams used in this work is an extension of the two-dimensional case of Euler-Bernoulli beams described in Ref. [41]. In three dimensions, however, the total deformation of a beam is calculated by the superposition of elongation, torsion, as well as bending and shearing in two different planes. The restoring force acting on element $j$ connected by a beam to element $i$ due to the elongation of the beam is given by

$$\vec{F}^{\text{el}0}_{ij} = -E^b A^b (\hat{r}_{ij}),$$

where $E^b$ is the beam stiffness, $\epsilon = (|\vec{r}_{ij}| - l_0)/l_0$, with the initial length of the beam $l_0$ and its cross section $A^b$. In this way, the restoring force is attractive for elongation and repulsive for compression of the beam-truss elements.

The flexural forces and moments transmitted by a beam are calculated from the change in the orientations on each beam end, relative to the body-fixed coordinate system of the beam $(e_{x}^b, e_{y}^b, e_{z}^b)$. Figure 1(b) shows a typical deformation due to rotation of both beam ends relative to the $e_{z}^b$ axis, with $e_{x}^b$ oriented in the direction of $\hat{r}_{ij}$. Given the angular orientations $\theta_i$ and $\theta_j$, the corresponding bending force $Q^{b}_{ij}$ and moment $M^{b}_{ij}$ for the elastic deformation of the beam are given by [41]:

$$\vec{Q}^{b}_{ij} = 3E^b I \left( \frac{\theta_i + \theta_j}{L^2} \right) e_{y}^b,$$

$$M^{b}_{ij} = E^b I \left( \frac{\theta_i - \theta_j}{L} \right) e_{y}^b + \left( \vec{Q}^{b}_{ij} \times \vec{L} \right),$$

FIG. 1. (Color online) (a) Representation of the overlap interaction between two elements. (b) Typical deformation of a beam in the $x$-$y$ plane, showing the resulting bending and shear forces and torques. The $z$ axis is perpendicular to the image.
where $I$ is the beam moment of inertia. Corresponding equations are written for general rotations around $\hat{e}_x$, and the forces and moments are added up. Additional torsion moments are added to consider a relative rotation of the elements around $\hat{e}_b$:

$$\hat{M}_{j}^{ib} = -C^b \Gamma_{\text{tor}} \frac{(\theta_{j}^{b} - \theta_{i}^{b})}{L} \hat{e}_x^{b}, \quad (4)$$

with $C^b$ and $\Gamma_{\text{tor}}$ representing the shear modulus and moment of inertia of the beams along the beam axis, respectively. The bending forces and moments are transformed to the global coordinate system before they are added to the contact, volume, and walls forces.

Beams can break in order to explicitly model damage, fracture, and failure of the solid. The imposed breaking rule takes into account breaking due to stretching and bending of a beam [21,23,24,40,42], which breaks if

$$\left( \frac{\varepsilon}{\varepsilon_0^{ib}} \right)^2 + \max(\theta_{j}^{ib}, \theta_{i}^{ib}) \theta_{th} \approx 1, \quad (5)$$

where $\varepsilon = \Delta l/l_0$ is the longitudinal strain, and $\theta_j$ and $\theta_i$ are the general rotation angles at the beam ends between elements $i$ and $j$, respectively. Here $\cos \theta = \hat{e}_x^{ib} \cdot \hat{e}_x^{ih}$, where $(\hat{e}_x^{ib}, \hat{e}_y^{ib}, \hat{e}_z^{ib})$ define the $i$-particle’s orientation in the beam body-fixed coordinate system, similar calculation is performed to evaluate $\theta_j$. Equation (5) has the form of the von Mises yield criterion for metal plasticity [40,43]. The first part of Eq. (5) refers to the breaking of the beam through stretching and the second through bending, with $\varepsilon_{th}$ and $\theta_{th}$ being the respective threshold values. The introduced threshold values are taken randomly for each beam, according to the Weibull distributions:

$$P(\varepsilon_{th}) = \frac{k}{\varepsilon_{th}} \left( \frac{\varepsilon_{th}}{\varepsilon_0} \right)^{k-1} \exp \left[ -\left( \frac{\varepsilon_{th}}{\varepsilon_0} \right)^k \right], \quad (6a)$$

$$P(\theta_{th}) = \frac{k}{\theta_{th}} \left( \frac{\theta_{th}}{\theta_0} \right)^{k-1} \exp \left[ -\left( \frac{\theta_{th}}{\theta_0} \right)^k \right]. \quad (6b)$$

Here $k$, $\varepsilon_0$, and $\theta_0$ are parameters of the model, controlling the width of the distributions and the average values for $\varepsilon_{th}$ and $\theta_{th}$, respectively. Low disorder is obtained by using large $k$ values, large disorder by small $k$. Disorder is also introduced in the model by the different beam lengths in the discretization as described below.

The time evolution of the system is followed by numerically solving the equations of motion for the translation and rotation of all elements using a sixth-order Gear predictor-corrector algorithm, and the dynamics of the rotations of the elements is described using quaternions [41,44]. The breaking rules are evaluated at each time step. The beam breaking is irreversible, which means that broken beams are excluded from the force calculations for all consecutive time steps.

**System formation and characterization**

Special attention needs to be given to the discretization in order to prevent artifacts arising from the system topology, like anisotropic properties, leading to nonuniform propagation of elastic waves or preferred crack paths. In our procedure we first start with 27 000 spherical elements that we initially place on a cubic lattice with random velocities. The element diameters are of two different sizes, with $D_2 = 0.95D_1$, that are randomly assigned, leading to more or less equal fractions. Once the elements are placed, the system is left to evolve for 50 000 time steps, using periodic boundary conditions, in a volume that is about eight times larger than the total volume of the elements. This way we obtain truly random and uniformly distributed positions.

To compact the elements, a centripetal constant acceleration field, directed toward the center of the simulation box, is imposed. Due to this field the elements form a nearly spherical agglomerate at the center of the box. The system is allowed to evolve until all particle velocities are reduced to nearly zero due to dissipative forces.

With the elements compacted, the next stage is to connect them by beam-truss elements. This is achieved in our model through a Delaunay triangulation of their positions. As a consequence, not only spherical elements that are initially in contact or nearly in contact with each other are connected, but the resulting beam lattice is equivalent to a discretization of the material using a dual Voronoi tessellation of the material domain [43,45,46]. After the bonds have been positioned, their Young’s moduli are slowly increased while the centripetal field is reduced to zero. During this process the material expands to an equilibrium state, reducing the contact forces. The bond lengths and orientations are then reset so that no initial residual stresses are present in the beam lattice. The final solid fraction obtained is approximately 0.65. We have compared impact simulations of specimens compacted as described above with specimens using random packing of spheres as reported in Ref. [47], which have no preferential direction in the packing process such as the one that could be imposed by the centripetal field. No significant difference was found in the simulation results, indicating that possible radially aligned locked-in force chains are not relevant.

Once the system is formed, the specimen is shaped to the desired geometry by removing particles and beams that are situated outside the chosen volume. The microscopic properties, namely the elastic properties of the elements and bonds, as well as the bond breaking thresholds, are chosen to attain the desired macroscopic Young’s modulus, Poisson’s ratio, as well as the tensile and compressive strength. Table I summarizes the input values used in the simulations presented in this paper. These were chosen to obtain macroscopic properties close to the mechanical properties of polymers like Polymethyl methacrylate (PMMA), Polyamide (PA), and nylon at low temperatures. Figure 2 displays the stress-strain curve measured by quasistatic, uniaxial tensile loading of a bar, as depicted in the inset. The microscopic and resulting macroscopic properties are resumed in Table I, for a sample size $(16 \times 8 \times 8 \text{ mm})$. The experiment is performed by measuring the force required to slowly move the upper and lower surfaces (see inset of Fig. 2) at a constant strain rate of $0.004 \text{ s}^{-1}$. The stress-strain curve is basically linear until the strength is reached where rapid brittle fracture of the material takes place. Oscillations in the broken specimen fractions
TABLE I. Micro- and macroscopic material model properties.

<table>
<thead>
<tr>
<th>Typical model properties (DEM):</th>
<th>Beams:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stiffness $E^b/G^b$</td>
<td>6 GPa</td>
</tr>
<tr>
<td>Average length $L$</td>
<td>0.5 mm</td>
</tr>
<tr>
<td>Diameter $d$</td>
<td>0.5 mm</td>
</tr>
<tr>
<td>Strain threshold $\varepsilon_0$</td>
<td>0.02</td>
</tr>
<tr>
<td>Bending threshold $\theta_0$</td>
<td>3 °</td>
</tr>
<tr>
<td>Shape parameter $k$</td>
<td>3/10</td>
</tr>
</tbody>
</table>

| Particles: |
| Stiffness $E^p$ | 3 GPa |
| Diameter $D_1$ | 0.5 mm |
| Density $\rho$ | 3000 kg/m$^3$ |

| Hard plate: |
| Stiffness $E^w$ | 70 GPa |

| Interaction: |
| Friction coefficient $\mu$ | 1 |
| Damping coefficient $\gamma_n$ | 0.25 s$^{-1}$ |
| Friction coefficient $\gamma_t$ | 0.05 s$^{-1}$ |

| System: |
| Time increment $\Delta t$ | 1e-8 s |
| Number of particles $N^p$ | 22013 |
| Number of beams $N^b$ | 135948 |
| Solid fraction          | 0.65 |
| Sphere diameter $D$ | 16 mm |

| Macroscopic properties (DEM): |
| System stiffness $E$ | 7.4 ± 0.5 GPa |
| Poisson’s ratio $\nu$ | 0.2 |
| Density $\rho$ | 1920 kg/m$^3$ |
| System strength $\sigma_c$ | 110 MPa |

| Comparison: |
| DEM | FEM |
| Longitudinal wave speed $2210 ± 100$ m/s |
| Wave speed $2270 ± 20$ m/s |
| Contact time $31.4$ μs |

Friction between the specimen and the plate is excluded in the present study. Preliminary tests for a few friction coefficients, however, did not show any influence in our results. This is probably due to the fact that for the geometry used in our simulations, highly hydrostatic compressive stresses are induced near the contact point and very little damage occurs in this region during the contact period; see for example Fig. 2(a). The specimen is placed close to the plate with an impact velocity $v_i$, in the negative $z$ direction, assigned to all its composing elements. The computation continues until no additional bonds are broken for at least 50 $\mu$s.

For comparative reasons we calculate the evolution of the stress field using an explicit finite element (FE) analysis. The FE model is composed of axisymmetric, linear four-node elements with macroscopic properties taken from the results of the DEM simulations (see Table I). Along the central axis through the sphere and ground plate, symmetry boundary conditions are imposed, the bottom of the target plate is encrusted, and contact surfaces for the sphere and plate are defined. Figure 3(a) shows a comparison between the impact simulation using our DEM model and a finite element model simulation. In Fig. 3(a), the DEM elements are colored according to the amplitude of their accelerations to show the propagation of a longitudinal shock wave that was initiated at the contact point. The wave speed can be estimated to be approximately $2200 ± 100$ m/s, which is consistent with the Young’s modulus of the material derived from Fig. 2 and its density. The time evolution of the potential energy stored in the system is compared in Fig. 3(b), showing excellent quantitative agreement between the two models. After the characterization of the system properties we allow for the cohesive elements to fail in order to study the fragmentation properties.

III. FRAGMENTATION MECHANISMS

In this section we explore the different fragmentation mechanisms in the order of occurrence and increasing energy input. The first yield that arises in the material is diffuse damage that occurs in the region above the contact disk. It
can be seen from Fig. 4(a) that this damage region is centered in the load axis, at a distance approximately \( D/4 \) from the plane.

We can see a strong correlation of the position of the diffuse cracking in the DEM results [Fig. 4(a)] with the location of a region with a biaxial stress state in the \( x-y \) plane and a superimposed compression in the \( z \) direction, as calculated using FEM [Fig. 4(b)], also in agreement with experimental results reported in Ref. [6]. This result, along with the one presented in Fig. 3, suggests that the use of three-dimensional beams, as compared with the use of simple springs, despite the reduced number of degrees of freedom in the breaking criterion, could recover quite well the influence of complex stress states in the crack formation in a more precise way.

As time evolves, meridional cracks start to appear. The origination of this type of cracks is explored in Fig. 5, where we plot in Fig. 5(a) the positions of the broken bonds in two different projections, showing well defined meridional crack planes that propagate toward the lateral and upper free surfaces of the specimen. In Fig. 5(b) we plot the angular distribution of the broken bonds for different times. Here \( g(\theta) \) is the probability of finding two broken bonds with an angular separation \( \theta \). Note that their positions are projected into the plane perpendicular to the load axis. The evident peaks in \( g(\theta) \) are a clear indication that the cracks are meridional planes that include the load axis. In this particular case, the cracks are separated by an average angle of about 60°, and they become evident 13–15 \( \mu s \) after impact (\( v_i = 120 \text{ m/s} \)).

In order to understand what governs the orientation and angular separation of these meridional cracks we performed many different realizations with different seeds of the random number generator and impact points. For all cases the orientation of the cracks can change, but not their average angular separation. We observe that for strong disorder [Eq. (6a) and (6b)], a larger amount of uncorrelated damage occurs, but the average angular separation of the primary cracks does not change. This suggests that the formation of these cracks arises due to a combination of the existence of local disorder and the stress field in the material, but does not depend on the degree of disorder.

As we can see from the FE calculations and from the damage orientation correlation plot (Fig. 5) inside of the uni-

FIG. 3. (Color online) (a) Comparison of deformations and shock-wave propagation obtained between DEM and FEM simulations for \( v_i = 117 \text{ m/s} \). (b) Time evolution of the elastic potential energy stored in the system for the same velocity obtained by DEM (solid line) and FEM (dashed line) simulations.

FIG. 4. Initial damage due to biaxial stress state. (a) Vertical cut through the center of the sphere from the DEM simulation showing broken bonds represented by dark color. (b) Stress fields calculated with FEM model. Left side are shear stresses in global coordinates from 0 to \(-400 \text{ MPa (black to white)} \) while the right side shows circumferential stresses in local spherical coordinates with the center in the sphere center ranging from 0 to 130 MPa (black to white).
grow outwards and upwards, breaking the sample into shaped fragments with increasing impact velocity. If enough plain the decrease of angular separation between wedge-shaped region and that Mott’s theory can qualitatively ex-
meridional cracks, we observe that they form in a ring-
locity and strain rate. Even though we fragment a compact
loaded zone, finding a clear correlation between impact ve-
the strain rate at different positions inside the biaxially
ation rate and the more fragments are formed. We measured
Thus the higher the strain rate, the higher the crack nucle-
release wave and the rate at which cracks nucleate.

wedge-shaped fragments that resemble orange slices.

As the sphere continues moving toward the plate, a ring
of broken bonds forms at the border of the contact disk due
to shear failure [compare Fig. 6(a)]. When the sphere begins
to detach from the plate, the cone has been formed by high
shear stresses in the contact zone [see Fig. 4(b) left] by a ring
crack that was able to grow from the surface to the inside of
the material under approximately 45° [Fig. 6(b)]. It detaches,
leaving a small number of cone-shaped fragments that have a
smaller rebound velocity than the rest of the fragments due
to dissipated elastic energy [Fig. 6(c)].

Oblique plane cracks may still break the large fragments
further, if the initial energy given to the system is high
enough. Therefore they are called secondary cracks. Figure
7(a) shows a vertical meridional cut of a sample where these
cracks can be seen. The intact bonds are colored according to
the final fragment to which they belong.

These secondary cracks are very similar to the oblique
cracks observed in 2D simulations [14,16,21]. For comparison
we show in Fig. 7(b) the crack patterns obtained from a
2D DEM simulation that uses polygons as elementary particles.

The oblique cracks in two dimensions are, however, pri-
mary cracks, originated from the tensile stresses induced by
impact [16], while secondary cracks are azimuthal cracks,
roughly perpendicular to them, concentrated near the contact
point. From this point of view the direct analog of the 2D
oblique cracks are, in fact, the meridional cracks in three
dimensions.

Our simulations clearly show that the 3D oblique cracks
appear as a secondary mechanism that can only occur after

FIG. 6. Vertical meridional cut of the sphere at different stages
during impact, showing the separation of lower fragments. (a) Form-
ation of a ring of broken bonds due to shear failure. (b) These
broken bonds evolve into cracks that propagate inside the sample.
(c) Finally these cracks lead to the detachment of the lower
fragments.

FIG. 7. (Color online) (a) DEM simulation at \( v = 140 \text{ m/s} \) ex-
emplifying the secondary cracks. The bonds are colored according to
the final fragment they belong to. (b) 2D simulations using poly-
gons as elementary particles [21].
the meridional cracks have been formed. This behavior can be seen as an analog to the mechanism II impact breakage in Ref. [16], which is related to the formation of secondary cracks as a consequence of the buckling of the primary elongated fragments in two dimensions. Our results show that here also the secondary cracks result from the buckling of the long wedge-shaped fragments originated from the primary cracks. The concentration of these cracks near the contact point reinforces this point of view.

**IV. FRAGMENTATION REGIMES**

The amount of energy necessary to fragment a material is a parameter that is very important for practical applications in comminution. In fragmentation experiments two distinct regimes for damage and fragmentation can be identified depending on the impact energy: below a critical energy [4,6,19] damage takes place, while above fragments are formed. Figure 8 compares the final crack patterns after impact with different initial velocities. The intact bounds are colored according to the final fragment to which they belong, and gray dots display the positions of broken bonds. The fragments have been reassembled to their initial positions to provide a clearer picture of the resulting crack patterns. For the smaller impact velocities it is possible to identify meridional cracks that reach the sample surface above the contact point, but fragmentation is not complete and one large piece remains [Figs. 8(a) and 8(b)]. We call these meridional cracks primary cracks, since as one increases the initial energy given to the system, some of them are the first to reach the top free surface of the sphere, fragmenting the material into a few large pieces, typically two or three fragments with wedge shapes [Fig. 8(c)]. When we increase the initial energy secondary oblique plane cracks break the orange-slice-shaped fragments further [Fig. 8(d)]. Additional increase in the impact velocity causes more secondary cracks and consequently the reduction of the fragment sizes [Figs. 8(e) and 8(f)].

The shape and number of large fragments resulting from the numerical model for smaller impact energies as well as the location and orientation of oblique secondary cracks for larger energies are in agreement with experimental findings [11,12,20].

We can identify that for velocities smaller than a threshold value, the sample is damaged by the impact but not fragmented. This threshold velocity for fragmentation has been found experimentally and numerically [6,18,21]. In particular, it has been found from 2D simulations that a continuous phase transition from damaged to fragmented outcome of impact fragmentation can be tuned by varying the initial energy imparted to the system [18,21].

Following the analysis in Refs. [18,21] the final state of the system after impact is analyzed by observing the evolution of the mass of the two largest fragments, as well as the average fragment mass (shown in Fig. 9). The average mass $M_2/M_1$, with $M_k = \sum_i^N M_i^k$, excludes the largest fragment. It can be observed that below the threshold value $v_{th} = 115$ m/s the largest fragment has almost the total mass of the system, while the second largest is orders of magnitude smaller. This behavior implies that for $v_i < v_{th}$ the system does not fragment, it only gets damaged. For velocities larger than $v_{th}$ the mass of the largest fragment decreases rapidly. The second largest and average fragment masses increase, having their maximum at 117.5 m/s for this material strength.

The results shown in Fig. 9 are in very good qualitative agreement with those obtained from simulations in different
geometries and load conditions [18,21,49], indicating that our model shows a phase transition from a damaged to a fragmented state.

V. RESULTING FRAGMENT MASS DISTRIBUTION

One of the first and still most important characterizations for fragmentation processes are fragment mass distributions. Experimental and numerical studies on fragmentation show that the mass distribution follows a power law in the range of small fragments, whose exponent depends on the fragmentation mechanisms, while the mass distribution for large fragments is usually represented by an exponential cutoff of the power law. The fragment mass distributions that are obtained from our three-dimensional simulations are given in Fig. 10(a) for different impact velocities $v_i$. Here $F(m)$ represents the probability density of finding a fragment with mass $m$ between $m$ and $m+\Delta m$, where $m$ is the fragment mass normalized by the total mass of the sphere $M_{tot}$. The values are averaged over 36 simulations, changing the random breaking thresholds and randomly rotating the sample to obtain different impact points. For velocities below the critical velocity $v_{th}$ of our model, the fragment mass distribution shows a peak at low fragment masses, corresponding to some small fragments. The pronounced isolated peaks near the total mass of the system correspond to large damaged, but still unbroken system [see also Figs. 8(a) and 8(b)]. Fragments at intermediate mass range are not found for small initial velocities. At and above $v_{th}$, the fragment mass distribution exhibits a power law dependence for intermediate masses, $F(m) \sim m^{-\tau}$ [dashed line in Fig. 10(a)], with $\tau = 1.9 \pm 0.2$ [50,51], and a broad maximum can be observed in the histogram for large fragments, indicating that these fragments have their origin in mechanisms distinct from the ones that form small fragments. Figure 10(b) shows the cumulative size distribution of the fragments weighted by mass, $Q_3$, for the same velocities. $Q_3$ is calculated by summing the mass of all the fragments smaller than a given size $s$. The size of a fragment is estimated as the diameter of a sphere with identical mass, the values are normalized by the sample diameter. By this representation the large fragments are better resolved. We can see that the shape of the size distribution for large fragments can be described by a two-parameter Weibull distribution, $Q_3(s) = 1 - \exp\left[-(s/s_c)^{k}\right]$ [dashed line in Fig. 10(b)], with $s_c = 0.75$ and $k_s = 5.8$. The Weibull distribution is used here since it has been empirically found to describe a large number of fracture experiments, especially for brittle materials [29]. With increasing initial velocity, the average fragment size shifts toward smaller values, also in agreement with experimental findings from Refs. [13,30].

The local maximum in the fragment mass distribution for large fragments represents those fragments that are formed by the meridional cracks. As we can observe from Fig. 11, the fragment mass distribution is independent of the amount of disorder or material that the specimen is composed of [k is in the breaking thresholds distributions in Eq. (8)]. Near the critical velocity $v_{th}$ we can identify two main parts in the fragment mass distribution. Near the critical velocity two distinct regimes of the fragment mass distribution can be identified. For $m$ up to around 1/40 (approximately 550 elements), the fragment mass distribution can be well described by the form

![Graph](image-url)
\[ F(m) \sim (1 - \beta) m^{-\tau} \exp(-m/\bar{m}_0) + \beta \exp(-m/\bar{m}_1) \] 

which has recently been proposed by Aström et al. [2, 52]. This functional form has successfully been applied to describe experimental results and that of computer simulations [2, 49, 52, 53]. The first term of Eq. (7) is associated to the branching-merging process of instable cracks, while the second one originates from the Poissonian nucleation process of the first dominating cracks. The parameter \( \beta \) controls the relative importance of the two mechanisms, furthermore, the exponent \( \tau \) only depends on the dimensionality of the system. The broad maximum for even larger \( m \) can also be described by a two-parameter Weibull distribution as discussed above,

\[ F(m) \sim \left( \frac{k_l}{\bar{m}_l} \right) \left( \frac{m}{\bar{m}_l} \right)^{-1} \exp \left[ - \left( \frac{m}{\bar{m}_l} \right)^{k_l} \right]. \] 

In Fig. 11 the Eqs. (7) and (8) are plotted separately and the dashed line corresponds to a fit to the data using \( \bar{m}_0 = 0.001 \pm 0.001, \bar{m}_1 = 0.004 \pm 0.001, \bar{m}_2 = 0.3 \pm 0.02, \) and \( k_l = 1.9 \pm 0.1 \). The good quality of the fit allows for the estimation of the exponent of the power-law distribution in the small fragment mass range \( m \leq 1.2 \pm 0.2 \).

For the material parameters used in our calculations the primary cracks have an angular distribution with an average separation from 45° to 60°. Therefore the mass of a fragment resulting from these plane meridional cracks is of the order of 10% of the sample mass, although typically only two to four cracks actually reach the surface breaking the material. This estimate corresponds to the range of masses that present the broad peak in the fragment mass distribution. This feature of the mass distribution function is not observed in the results of 2D simulations [\( 18, 21 \)] or 3D simulations of shell fragmentation [\( 49, 54 \)], where obviously meridional cracks cannot exist.

VI. CONCLUSIONS

We studied a brittle, disordered fragmenting solid sphere. We performed 3D DEM simulations with 3D beam-truss elements for the particle cohesion. Due to this computationally more laborious approach as compared to previous works, we were able to obtain a clearer picture of the fragmentation process, the evolution of fragmentation mechanisms, and its consequences for the fragment mass distribution. To get a clearer insight into the fracture initiation, we used continuum solutions for the stress field, obtained by the finite element method. We were able to show that 2D simulations for fragmenting systems are not capable of capturing fragmentation by meridional cracks, that are the primary cracking mechanism. We found that cracks form inside the sample in the region above a compressive cone long time before they are experimentally observable from the outside, if at all. They grow to form meridional fracture planes that result in a small number of large wedge-shaped fragments, typically two to four. The increasing tensile radial and circumferential stress in the ring-shaped region above the contact plane gives rise to meridional cracks. The decrease in the angular separation between these cracks could be explained by the Mott fragmentation model. Some of these cracks grow to form the meridional fracture planes that break the material in a small number of large fragments, and it is only then that they become visible in experiments.

The resulting mass distribution of the fragments presents a power law regime for small fragments and a broad peak for large fragments that can be fitted with a two-parameter Weibull distribution, in agreement with experimental results [\( 10, 13, 29, 30 \)]. The fragment mass distribution is quite robust, independent of the macroscopic material properties such as material strength and disorder distribution. Only the large fragment range of the mass distribution happens to be energy dependent, due to additional fragmentation processes that arise as one increases the impact energy.

Even though our results are valid for various materials with disorder, they are limited to the class of brittle, heterogeneous media. Extensions to ductile materials are in progress. Another class of interesting questions deal with the problem of size effects, the influence of polydisperse particles or the stiffness contrast of particles, and beam elements. The ability of the model to reproduce well defined crack planes also opens up the possibility to study other crack propagation problems in three dimensions. For technological applications questions about the influence of target shapes and the optimization potential to obtain desired fragment size distributions or to reduce impact energies are of broad interest.
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