Interaction of Protons with Noble-Gas Atoms: Total and Differential Cross Sections
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Abstract: We present a classical treatment of the ionization and electron-capture processes in the interaction of protons with neutral noble-gas atoms, namely, Ne, Ar, Kr, and Xe. We used a three-body classical-trajectory Monte Carlo (CTMC) method to calculate the total (TCS) and differential (DCS) cross sections of single-electron processes. The Garvey-type model potential was employed in the CTMC model to describe the collision between the projectile and the target, accounting for the screening effect of the inactive electrons. The TCSs are evaluated for impact energies in the energy range between 0.2 keV and 50 MeV for a number of sub-shells of the targets. The ionization DCS are evaluated for an impact energy of 35 keV, focusing on the outer sub-shells only. We found that our ionization and electron-capture TCSs are in very good agreement with the previous theoretical and experimental data for all targets. Moreover, we presented single (SDCS)- and double (DDCS)-differential cross sections as a function of the energy and ejection angle of the ionized electron for all collision systems.
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1. Introduction

The tokamak is regarded the most promising magnetic-confinement design for attaining fusion energy. Nonetheless, certain volatilities can result in plasma disruptions [1,2], which can cause a quick loss of magnetic and thermal energy, commonly referred to as thermal quench. Moreover, when a plasma disruption occurs, the sudden loss of plasma confinement can cause large and destructive forces on the reactor walls and components. Plasma disruption mitigation [3,4] is critical for the safe and reliable operation of plasma-based processes, including fusion reactors. Disruption mitigation aims to prevent or minimize the effects of a plasma disruption in a fusion reactor. Disruption mitigation techniques include injecting substantial quantities of gas into the plasma to rapidly cool and quench it, reducing the amount of energy released during the disruption. Nonetheless, this process leads to an elevation in the quantity of impurities originating from the injected gas within the plasma [5]. Different noble gases and methods [3,4,6–8] have been proposed and examined for their effectiveness in plasma disruption mitigation. Due to differences in mass, reflection coefficients, and ionization, noble-gas particles are anticipated to exhibit distinct behavior at the boundary compared to the majority of plasma constituents [9].

Another purpose of injecting gases into the tokamak is to diagnose the magnetically confined plasma. The injected gases help in measuring the plasma turbulence and density profile of the plasma electron at the edge and in the scrape-off layer [10–15]. Accurate cross sections for induced processes have a critical part in the successful modelling and control of the plasma facing the tokamak reactor wall and components. The present study
focuses on single-electron processes, specifically the ionization of targets and electron capture to the projectile, and it is dedicated to providing single, double-differential, and total cross sections. The interactions under investigation involve protons interacting with neutral inert-gas targets.

The study of ion–atom collisions involving a single electron has been the subject of many theoretical approaches in the scientific community. Classical, quantum, and semiclassical mechanical methods have been developed to compute the cross sections of electron processes in such collisions. Several references for these approaches are reported in [16–18]. Theories used to investigate electron transfer in ion–atom collisions at mid- to high-impact energies include the continuum-distorted-wave method (CDW) [19]. Additionally, other theories such as the classical-trajectory Monte Carlo method (CTMC) [20,21], density functional theory (DFT) [22], two-center atomic-orbitals close-coupling (AO) method [23,24], Oppenheimer–Brinkman–Kramers approximation (OBK) [25–27], and plane-wave first Born approximation (PWFBA) [28] have been employed in this area of research. The advantage of CTMC method is that it is useful when treating atomic collisions where the quantum mechanical ones become intricate, i.e., when higher-order perturbations should be applied, when or many particles take part in the processes [29]. On a microscopic level, plasma is governed by the collisions of its composing particles. For the control of the fusion reactor, we need to know accurately, in principle, all possible reactions and collisional cross sections, like excitation, ionization, recombination, and charge-transfer cross sections. Along this line, in this work, the total cross sections for single-ionization and electron-capture channels in H+ - (Ne, Ar, Kr, and Xe) collision systems are presented in the energy range between 0.2 keV and 50 MeV for a number of sub-shells of the targets. The impact energy is set to 35 keV for differential cross sections. The impact energy is selected to achieve a high interaction probability between the projectile and the plasma. A low impact energy will not allow the projectile to penetrate the plasma, moreover, a large energy will lead to the projectile to pass the plasma with low probability of collision. According to these facts, an impact energy of 35 keV was selected. An advantage of choosing proton as a projectile over heavier particles is that the ejected electrons from the collision are purely from the target. Due to its light mass, protons can ionize targets at lower impact energies compared to heavier particles. The CTMC results are compared with available experimental and theoretical data. The paper is structured into the following three sections: the Theoretical model Section, which provides a review of the classical-trajectory Monte Carlo method in non-Coulombic interactions between interacting particles; the Results and Discussion Section; and the Conclusion Section. Throughout the paper, atomic units are used consistently, unless otherwise specified.

2. Theory

In this work, we used the CTMC method to model ion–atom collisions. The approach involves randomly sampling the initial conditions of colliding particles and subsequently solving the classical equations of motion using numerical methods for a large number of trajectories. The system under consideration is a reduced three-body system consisting of the projectile (H+), the core of the target (X+), and one active electron of the target that is initially bound to the target nucleus. Figure 1. shows the schematic diagram of our calculation system.
Figure 1. Schematic diagram of the relative position vectors $\vec{r}_{Xe} = \vec{r}_X - \vec{r}_e$, $\vec{r}_{XH} = \vec{r}_X - \vec{r}_H$ and $\vec{r}_{He} = \vec{r}_H - \vec{r}_e$. $\vec{r}_{CM}$ is distance between the projectile and the centre-of-mass (O) of the target system; $\vec{v}_H$ is the projectile velocity and $b$ being the impact parameter.

The interaction between $H^+$ projectile and the active electron is pure Coulombic. However, we used a Garvey model potential [30,31] to describe the electron–target ($X^+$) and proton–target ($X^+$) interaction. This model potential includes an effective charge of the target core, the effective charge depends on the interaction distance between the interacting objects, the form of this model potential is given by the formula:

$$V(r) = q \frac{Z - (N - 1)(1 - Y(r))}{r}$$  \hspace{1cm} (1)

where $q$ is a test charge, $r$ is the interaction distance between the electron and target core, $Z$ is number of protons, $N$ is number of electrons in the target, and the function $Y(r)$ is the screening potential, which is given by,

$$Y(r) = \left[ \left( \eta / \xi \right) (e^{\eta r} - 1) + 1 \right]^{-1}$$  \hspace{1cm} (2)

The parameters $\eta$ and $\xi$ were obtained to minimize the energy of an atom or ion with $Z$ larger than 1. The formulae of the parameters $\eta$ and $\xi$ for the target are given by:

$$\eta = \eta^0 + \eta^1(Z - N)$$  \hspace{1cm} (3a)

$$\xi = \xi^0 + \xi^1(Z - N)$$  \hspace{1cm} (4b)

where the parameters $\eta^0$, $\eta^1$, $\xi^0$ and $\xi^1$ for the targets in our study are given in Table 1, these parameters were calculated by Garvey et al. [30].

In Figure 2, we present the effective-charge profile of various targets as a function of the interaction distance with the active electron. The effective charge of all objects decays exponentially with increasing interaction distance. Moreover, the effective-charge values become almost equal for interaction distances larger than 3 a.u., and they approach to unity.

The total potential energy $V$ for the current three-body system can then be written as:

$$V = \frac{q_e Q(s)}{s} + \frac{q_p Q(x)}{x} + \frac{q_e q_p}{d}$$  \hspace{1cm} (4)

where $s$ ($\vec{r}_{Xe}$), $x$ ($\vec{r}_{XH}$) and $d$ ($\vec{r}_{He}$) are the separation between the interaction particles, $q_e$ and $q_p$ are electron and proton charges, respectively. $Q(s)$ and $Q(x)$ represent the effective charge [$Q(r) = Z - (N - 1)(1 - Y(r))$] of the target corresponding to the electron and to the proton, respectively.

The equations of motion for the system were generated using the Hamiltonian. To solve the equations for a large number of projectiles numerically, the adaptive Runge–Kutta method was employed.
Table 1. Parameters values of the targets.

<table>
<thead>
<tr>
<th></th>
<th>$\xi^0$</th>
<th>$\xi^1$</th>
<th>$\eta^0$</th>
<th>$\eta^1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ne</td>
<td>1.792</td>
<td>0.4515</td>
<td>2.710</td>
<td>0.3671</td>
</tr>
<tr>
<td>Ar</td>
<td>0.957</td>
<td>0.2165</td>
<td>3.500</td>
<td>0.2560</td>
</tr>
<tr>
<td>Kr</td>
<td>1.351</td>
<td>0.1872</td>
<td>4.418</td>
<td>0.1611</td>
</tr>
<tr>
<td>Xe</td>
<td>1.044</td>
<td>0.1107</td>
<td>5.101</td>
<td>0.1316</td>
</tr>
</tbody>
</table>

Figure 2. The distance-dependent effective charge as a function of interaction distance between the active electron of the target core and different targets cores. Red solid line, Ne; green dotted-dashed line, Ar; blue dashed line, Kr; black dotted line, Xe.

The position of $H^+$ is determined by its initial distance from the centre of mass of the target system, denoted as $r_{CM,0}$, as well as the impact parameter $b$ (see Figure 1). We note that the maximum values of $b (b_{\text{max}})$ were selected in such a way that the ionization and electron-capture processes are negligible above the values of $b_{\text{max}}$. The value of $r_{CM,0}$ is chosen such that the $H^+$-electron interaction is much smaller than the $X^+$-electron interaction. In terms of the projectile ion’s initial momentum vector, which is assumed to be in the z direction at the start, it is determined by the impact velocity $v_H$ of the projectile ion in relation to the target’s center of mass. The procedure initially introduced by Reinhold and Falcón [32] is utilized to determine the initial position and momentum vector of the active target electron, which is initially bound to the target nucleus and moves in a non-Coulombic potential. The process of selecting the initial conditions depends on constraints related to the binding energy of the electron in a specific shell. The coordinate of the electron is confined to a specific interval dictated by $E_0 - V(s) > 0$, where $E_0$ is the ionization energy of the electron and $V(s)$ is the model potential of the electron and the target core. Transforming position and momentum variables of the electron into uniformly distributed ones involves consecutive coordinate changes. The first transformation involves defining parameters, followed by introducing initial distributions and performing a second transformation to obtain the desired distribution. Random selection within the defined intervals produces the initial conditions for the active electrons.

The total, single-, and double-differential cross sections are evaluated using the following formulae,

$$
\sigma = \frac{2\pi b_{\text{max}}}{N_{\text{tot}}} \sum_{i=1}^{N_i} b_i
$$

(5)
\[
\frac{d\sigma}{dE} = \frac{2\pi b_{\text{max}}}{N_{\text{tot}} \Delta E} \sum_{i=1}^{N_t} b_i
\]

(6)

\[
\frac{d\sigma}{d\Omega} = \frac{2\pi b_{\text{max}}}{N_{\text{tot}} \Delta \Omega} \sum_{i=1}^{N_t} b_i
\]

(7)

\[
\frac{d^2\sigma}{d\Omega dE} = \frac{2\pi b_{\text{max}}}{N_{\text{tot}} \Delta \Omega \Delta E} \sum_{i=1}^{N_t} b_i
\]

(8)

where \( N_{\text{tot}} \) is the total number of trajectories calculated for impact parameters less than \( b_{\text{max}} \), and \( N_t \) is the number of trajectories that satisfy the criteria for the given atomic process, and \( b_i \) is the actual impact parameter for the trajectory corresponding to the atomic process under consideration in the energy interval \( \Delta E \) and the emission-angle interval \( \Delta \Omega \) of the electron. The statistical error for a given measurement has the form

\[
\Delta \sigma = \sigma \left( \frac{N_{\text{tot}} - N_t}{N_{\text{tot}} N_t} \right)^{1/2}.
\]

(9)

3. Results and Discussion

In this section we present the results of total cross section for both ionization and electron-capture processes, as well as the single- and double-differential cross section for ionization process. The classical-trajectory Monte Carlo (CTMC) method is employed to solve the scattering problem. Table 2 shows the binding energies of the targets for the shells used in our study.

<table>
<thead>
<tr>
<th></th>
<th>Ne</th>
<th>Ar</th>
<th>Kr</th>
<th>Xe</th>
</tr>
</thead>
<tbody>
<tr>
<td>2s</td>
<td>48.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2p</td>
<td>21.6</td>
<td>248.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3s</td>
<td></td>
<td>29.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3p</td>
<td></td>
<td>15.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3d</td>
<td></td>
<td></td>
<td>93.8</td>
<td>676.4</td>
</tr>
<tr>
<td>4s</td>
<td></td>
<td>27.5</td>
<td></td>
<td>213.2</td>
</tr>
<tr>
<td>4p</td>
<td></td>
<td>14.1</td>
<td></td>
<td>145.5</td>
</tr>
<tr>
<td>4d</td>
<td></td>
<td></td>
<td></td>
<td>67.5</td>
</tr>
<tr>
<td>5s</td>
<td></td>
<td></td>
<td></td>
<td>23.3</td>
</tr>
<tr>
<td>5p</td>
<td></td>
<td></td>
<td></td>
<td>12.1</td>
</tr>
</tbody>
</table>

The total cross section of electron-capture and ionization, and the differential cross section, are presented for the collision of proton (\( H^+ \)) with Ne, Ar, Kr, and Xe. For the DCS, the impact energy of proton was set to 35 keV for fusion-plasma diagnostic applications, while we used a wider energy range for TCS to cover more research areas. The grayed cells represent unused sub-shells in the study.

There are three points we want to draw attention to regarding our methodology, which are: the energy range of the CTMC, the nucleus–nucleus interaction, and the inner-shells contribution. The CTMC method is a reasonable approximation for medium to high impact energies, but it lacks accuracy at low energies, i.e., slow projectiles. The contribution of nucleus–nucleus interaction to the collision cross sections is negligible [19], as we verified in our previous works [33,34], performing calculations with and without the nuclear potential.
Figure 3 shows the TCS of the single-electron ionization from Xe by protons for various sub-shells. For impact energies below 50 keV, we clearly see that the contribution of the inner shells to the TCS is insignificant, with the ionization from the 5p shell approximately approaching the TCS. Beyond 50 keV, the contribution of inner shells to the TCS increases when increasing the impact energy. According to this result, we will include the contributions of the inner shells into the TCS cross sections. However, for the case of ionization differential cross section at impact energy of 35 keV, it is a good approximation to consider only the 5p shell, see green shaded area in Figure 3. From Figure 3, we can also see that the cross section maxima of inner shells shift to higher energies. Moreover, the TCS of the 5s shell surpasses the TCS of the 4d shell up to impact energies around 120 keV, but above this energy, the TCS of the 4d shell becomes larger.

![Figure 3. Total cross section of ionization channel of the collision H⁺ – Xe for 3d, 4s, 4p, 4d, 5s and 5p shells. Our theoretical CTMC results: cyan dashed-dotted line, 4s; black dashed line, 4p; magenta dotted line, 4d; green dashed-dotted-dotted line, 5s; blue dashed-dashed-dotted line, 5p. Red solid line is the sum of the sub-shells of Xe. The green shaded area represents the total cross section at impact energy near 35 keV.](image)

3.1. Total Cross Section for Single-Electron Capture

Figure 4 shows the total cross sections of electron capture for the interaction of proton with noble gases. The impact-energy range of TCS for the electron-capture channel investigated is 0.2 – 1300 keV. The TCS curves have a parabola-like shape, with TCS having the peak at impact energies around 10 keV, 4 keV, 1 keV and 0.5 keV for Ne, Ar, Kr and Xe, respectively.
Figure 4. Total cross section of electron-capture channel of the collision (a) $\mathrm{H}^+ – \mathrm{Ne}$ for 2s and 2p shells, (b) $\mathrm{H}^+ – \mathrm{Ar}$ for 2p, 3s, and 3p shells, theoretical references, (c) $\mathrm{H}^+ – \mathrm{Ar}$ for 2p, 3s, and 3p shells, experimental references, (d) $\mathrm{H}^+ – \mathrm{Kr}$ for 3d, 4s, and 4p shells, and (e) $\mathrm{H}^+ – \mathrm{Xe}$ for 3d, 4s, 4p, 4d, 5s and 5p shells. Red solid line: Our theoretical CTMC results. Experimental results are plotted using scatter markers; theoretical results are plotted with lines.

In comparing the maximum TCS for the four elements, Ne has the lowest TCS, Xe has the highest, and Ar and Kr have approximately the similar values. But we note that the TCS of Kr is slightly higher. These results are attributed partly to the binding energy of the outermost shell, i.e., Ne has the highest, Xe the lowest, and Ar and Kr have close binding energies of the outermost shell (see Table 2), and partly because the outermost shell contributes the most to the overall TCS (see Figure 3).

In the case of $\mathrm{H}^+ – \mathrm{Ne}$ collision (see Figure 4a), the experimental data by Allison [35], Williams et al. [36], and Rudd et al. [37] are in an energy range below 200 keV, and are in a very good agreement with each other. Moreover, the experimental data by Varghese et al. [38] and Almeida et al. [39] are in very good agreement with each other as well, but for
impact energies higher than 300 keV. Regarding to the theoretical references, the data by Nikolaev [25], Belkic [19], and Houmar et al. [28] are in agreement with each other and with the experimental data beyond impact energy of 300 keV. However, below this energy, the data of Belkic [19] and Houmar et al. [28] lose agreement, while the data of Nikolaev [25] still kept the agreement with the experimental data. In his study, Nikolaev [25] used the Brinkman–Kramers approximation. Our data follow the trend of the experimental data, but slightly overestimate it.

For the case of the \( \text{H}^+ - \text{Ar} \) collisions, we present the theoretical and the experimental data in Figure 4b and 4c, respectively. We can clearly see that the experimental references exhibit very good agreement. Moreover, below 2 keV, only experimental data are available by Allison [35]. Our results agree well with the experimental results by Allison [35], Williams et al. [36], Ormrod et al. [40], Morgan et al. [41], and Rudd et al. [37] in the energy range between 0.4 keV and 200 keV; beyond this energy, our results slightly overestimate the experimental results by Allison [35], Welsh et al. [42], and Toburen et al. [43]. This is also true for most of the theoretical results in Figure 4b. Regarding the theoretical references, the data of Houmar et al. [28] slightly overestimate the experimental data, while Belkic [19] and Vinogradov et al. [27] agree well with the experimental and other theoretical data. It is worth noting that Houmar et al. [28] and Vinogradov et al. [27] do not have data below 100 keV, while Belkic [19] does not have data below 50 keV. Nikolaev [25] and Shevelko [26] also show very good agreement with each other. For impact energy below 20 keV, the theoretical data differ from each other. Although Kirchner et al. [22] and Cabrera Trujillo et al. [44] show a slight disagreement with each other, they both follow the trend of experimental results of Allison [35]. Kirchner et al. [22] used density functional theory (DFT) to build the time-dependent independent particle model (IPM) in the energy range between 1 keV and 200 keV. Cabrera Trujillo et al. [44] employed semi-classical coupled-channel and a nonadiabatic electron-nuclear dynamics approach in the energy range between 0.01 keV and 100 keV.

For the collision of \( \text{H}^+ \) with Krypton (Figure 4d), the only available theoretical data are provided by Nikolaev [25] and Houmar et al. [28]. Regarding the experimental data, for impact energy below 20 keV, we only have data from Allison [35]. For impact energy above 200 keV, we have the data by Toburen et al. [43]. Similar to the previously discussed collision systems, the Houmar et al. [28] result overestimate the experimental data, while data by Nikolaev [25] show very good agreement with the experimental data. Our calculated cross sections also show very good agreement with the experimental data in the energy range between 5 keV and 200 keV. Below 5 keV, our results underestimate the data of Allison [35] and Williams et al. [36]. Above 200 keV, our results slightly overestimate the data of Toburen et al. [43] and Nikolaev [25]. It is interesting to note that we can also see a bit (the most prominent here among the investigated targets) a shoulder-like structure in the energy range around 300 keV impact energy. The detailed investigations of this structure we plan to show in our forthcoming publication.

For the case of \( \text{H}^+ - \text{Xe} \) collisions (in Figure 4e) there are no theoretical references, and the available experimental data are limited to the energy range between 0.2 keV and 50 keV. These data are by Allison [35], Williams et al. [36], and Afrosimov et al. [45]. Our data are in very good agreement with the existing experimental results at energy between 5 keV and 50 keV. However, below 5 keV, our data underestimates the results of Allison [35]. According to our results from the collisions of \( \text{H}^+ - \text{Ne} \), \( \text{H}^+ - \text{Ar} \), and \( \text{H}^+ - \text{Kr} \), we have confidence in the accuracy of our results of \( \text{H}^+ - \text{Xe} \) system for impact energy above 50 keV.

3.2. Total Cross Section for Single Ionization

Figure 5 shows the total cross sections of ionization for the interaction of proton with noble gases. The investigated impact-energy range of TCS for the ionization channel was between 1 keV and 50 MeV. The TCS have the maximum at impact energies, around the range of 60 - 70 keV for all targets.
Figure 5. Total cross section of ionization channel in the collision (a) $\text{H}^+ – \text{Ne}$ for 2s and 2p shells, (b) $\text{H}^+ – \text{Ar}$ for 2p, 3s, and 3p shells, (c) $\text{H}^+ – \text{Kr}$ for 3d, 4s and 4p shells, and (d) $\text{H}^+ – \text{Xe}$ for 3d, 4s, 4p, 4d, 5s, and 5p shells. Our theoretical CTMC results. Experimental results are plotted using scatter markers; theoretical results are plotted with lines.

Comparing the peaks of the ionization TCS for the four elements, we arrive at the same conclusion as for the case of the electron capture, i.e., Ne has the lowest, Xe has the highest; Ar and Kr have approximately the same values, and the value of Kr is slightly higher. These results are attributed to the binding energy of the outermost shell of the targets, as discussed for the case of the single-electron capture.

For a single ionization in the collision of a proton with Ne, Ar, and Kr, Rudd et al. [37] performed experiments in the impact-energy range between 5 and 5000 keV. Melo et al. [46] studied the ionization of Ne, Ar, Kr, and Xe at 2 MeV protons. Cavalcanti et al. [47] studied multiple ionization of Ar, Kr, and Xe in the energy between 0.75 and 3.50 MeV. De Heer et al. [48] presented an ionization cross section of proton collision with Ne, Ar, and Kr in the range 10–140 keV. The results by De Heer et al. [48] are in agreement with the results by Rudd et al. [37]. Regarding the theoretical data, Clementi et al. [49] and Bunge et al. [50] provided data for all sub-shells of $\text{H}^+ – \text{Ne}$ and $\text{H}^+ – \text{Ar}$ collisions. However, for $\text{H}^+ – \text{Kr}$ and $\text{H}^+ – \text{Xe}$ collisions, Clementi et al. [49], Bunge et al. [50] and others [51–54] provided ionization TCS for inner-shells only, namely, K and L shells. For $\text{H}^+ – \text{Kr}$ collision, and K, L, and M shells for $\text{H}^+ – \text{Xe}$ collision. We did not show these results in our present work due to their negligible contribution to the overall TCS, as discussed in Figure 3. Clementi et al. [49] and Bunge et al. [50] employed Roothaan–Hartree–Fock (RHF) method in their study.

In Figure 5a, we present TCS results for single-electron ionization of Ne by proton impact. Below 25 keV, our results are in very good agreement with Rudd et al. [37], while results by Clementi et al. [49] and Bunge et al. [50] are equal but overestimate the experimental data. Above 25 keV, the results of Bunge et al. [50] diverge from the data of Clementi et al. [49] and showed a very good agreement with experimental data. In 25–400 keV
range, both our results and those of Clementi et al. [49] overestimate the experimental data by Rudd et al. [37] and De Heer et al. [48]. Beyond 400 keV, our results show relatively good agreement with theoretical and experimental data by Rudd et al. [37] and Melo et al. [46].

For the results of the interaction of protons with Ar (see the Figure 5b), Clementi et al. [49], and Bunge et al. [50] fully overlap; furthermore, they overestimate the experimental data of Rudd et al. [37] and De Heer et al. [48] for impact energy above 50 keV. At the same time, however, they show good agreement with the experimental data below this energy. Conversely, our results show very good agreement with experimental data above this energy but underestimate it below 50 keV.

In the collision of $H^+ - Kr$ (see Figure 5c), our results follow the trend of the experimental data of Rudd et al. [37]. Beyond 30 keV, our data are in good agreement with the experimental data, but below this energy, our results underestimate the experimental data by Rudd et al. [37] and De Heer et al. [48].

For the case of $H^+ - Xe$ collision (see Figure 5d), the available experimental data to compare with are by Melo et al. [46] and Cavalcanti et al. [47]. Our ionization cross sections slightly overestimate the cross sections by Melo et al. [46] and Cavalcanti et al. [47].

3.3. Single-Differential Cross Sections (SDCS) of Ionization

Figures 6 and 7 show the energy and angular single-differential cross sections (SDCS) for an impact energy of 35 keV. During the calculations, only the outer shells were considered, except for Xe, where 5d and 5p shells were considered. In Figure 6, the energy distribution of SDCS curves for different targets follows a similar trend but has different magnitude in cross sections. This can be attributed to the fixed charge of +1 for the projectile throughout the interaction with the target. $Xe(4d)$ has the lowest SDCS cross sections, which is a result of its high binding energy. On the other hand, $Xe(5p)$ has the highest SDCS cross sections due to its low binding energy, and its cross-section trend is similar to those of $Ar(3p)$ and $Kr(4p)$. Additionally, the SDCS values of $Ar(3p)$ and $Kr(4p)$ are nearly identical, which can be attributed to the minimal difference in their binding energies. Furthermore, the SDCS for all targets maintains almost a constant value for ejection energy less than 20 eV; above this energy, the cross-section decreases drastically. Moreover, due to the fact that, compared to the low energy collision, relatively high-energy electrons are obtained ($E > 100$ eV), the signature of multiple scattering in the electron spectra can be seen. The binary peaks are clearly visible, but at higher electron energies, the signature of higher order collision sequences, the so-called Fermi-shuttle-type ionization [55], can also be recognized. The detailed investigation of the multiple-scattering sequence will be published in our forthcoming publication.

![Figure 6](image-url)
Figure 7. Angular distribution of the electrons emitted from the collision of 35 keV protons ($H^+$). Magenta solid line, Ne(2p); green dashed-dotted line, Ar(3p); black dotted line, Kr(4p); blue dashed line, Xe(4d); red dashed-two-dots line, Xe(5p).

The results presented in Figure 7 provide insight on the angular distribution of SDCS curves of the studied targets. It is observed that the angular distribution of SDCS curves of Ar(3p), Kr(4p), and Xe(5p) follows a similar pattern, starting with high SDCS values at small angles, which then decrease rapidly until the ejection angle is around 90 degrees, followed by a gradual decrease in the SDCS. On the other hand, the angular distribution of SDCS curves of Ne(2p) and Xe(4d) follows almost the same pattern, with SDCS values starting with high values at small angles, then rapidly decreasing until the ejection angle is around 90 degrees, and then maintaining constant SDCS values. Furthermore, the angular distribution of SDCS curves of Ne(2p) and Xe(4d) are lower than that of their counterparts Ar(3p), Kr(4p), and Xe(5p). This can be attributed to the larger binding energies of Ne(2p) and Xe(4d).

3.4. Double-Differential Cross Sections (DDCS)

In DDCS calculations, only the outer shell is considered. Figure 8 shows the DDCS contour as a function of the energy and ejection angle of the ejected electrons in collision between 35 keV protons with the neutral noble gases (Ne(2p), Ar(3p), Kr(4p) and Xe(5p)). The majority of the ionized electrons are ejected in forward scattering at angles less than 80 degrees and energies less than 20 eV. Notably, for electrons ejected with energy larger than 100 eV, the DDCS is very small. Figures 9 and 10 provide more detail about the energy distribution of DDCS at selected angles, while Figure 11 shows the angular distribution of the DDCS at selected energy ranges.

In Figure 9, the DDCS is plotted as a function of electron energy at selected angles for various targets. The angles in Figures 9 and 10 are taken in the range between 0° and 10°. The DDCS is largest at forward scattering, especially at ejection angle of 30° for all targets. The DDCS at ejection angles of 120° and 150° are almost identical. For targets Ar(3p), Kr(4p), and Xe(5p), the DDCS at 120° and 150° angles are the smallest across the entire energy range. However, this is not entirely true for the case of Ne(2p); the DDCS for Ne(2p) is smallest at these angles for electron energy below 20 eV. Beyond this energy, the DDCS at 120° and 150° becomes larger than that for ejection angles of 60° and 90°.
Figure 8. Double-differential cross section (DDCS) (in cm$^2$/eV.Sr) of ionization channel as a function of ejection angle and electron energy in the collision of 35 keV protons ($H^+$) with, (a) Ne(2p), (b) Ar(3p), (c) Kr(4p), (d) Xe(5p).

Figure 9. Double-differential cross section (DDCS) of ionization channel as function of an electron energy in the collision of 35 keV protons ($H^+$) with, (a) Ne(2p), (b) Ar(3p), (c) Kr(4p), and (d) Xe(5p).
Xe(5p). The ejection angles: red solid line, 30°; green dashed line, 60°; black dotted line, 90°; blue dashed-dotted line, 120°; and magenta dashed-two-dots line, 150°.

**Figure 10.** Double-differential cross section (DDCS) of ionization channel as a function of electron energy in the collision of 35 keV protons (H⁺) at ejection angles, (a) 30°, (b) 60°, (c) 90°, (d) 120°, and (e) 150°. The targets: red solid line, Ne(2p); green dashed line, Ar(3p); black dotted line, Kr(4p); and magenta dashed-two-dots line, Xe(5p).

In Figure 10, the DDCS is plotted as a function of electron energy for various targets at selected angles. At 30° (see Figure 10a), the DDCS for Ne(2p) is the smallest among all targets for all energies. For Ar(3p) and Kr(4p), the DDCSs are almost equal, with the DDCS of Kr(4p) slightly higher due to the close binding energies of outer shells. Xe(5p) has the highest DDCS, but the difference is not significant compared to both Ar(3p) and Kr(4p).
For all targets, the DDCS remains nearly constant below around 10 eV. Above this energy, the DDCS decreases drastically. At ejection angle 60° (see Figure 10b), the DDCS behavior is similar to that at 30°; however, a slight difference is that the DDCS does not remain constant at low energies but starts decreasing from the beginning.

At right-angle scattering (90°, see Figure 10c), the DDCSs of Ar(3p), Kr(4p), and Xe(5p) show similar behavior compared to the DDCSs at ejection angle 60° for energies less than around 40 eV. Additionally, the DDCS of Ne(2p) at 90° is less steep compared to the DDCS at ejection angle 60°.

In backward scattering at ejection angles of 120° and 150° (see Figure 10d,e), the DDCSs exhibit the same behavior. The DDCS of Ne(2p) maintains a constant value for energy below around 20 eV. Furthermore, the DDCSs of Ne(2p) and Ar(3p) for energies below around 40 eV are lower than the DDCSs of Kr(4p) and Xe(5p). However, for energies between around 40 eV and 100 eV, the DDCSs of Ne(2p) and Ar(3p) are higher than those of Kr(4p) and Xe(5p).

Figure 11. Double-differential cross section (DDCS) of ionization channel as function of ejection angle in the collision of 35 keV protons (H⁺) with, (a) 0 < E_e ≤ 12 eV, (b) 12 < E_e ≤ 50 eV, (c) 50 < E_e ≤ 100 eV, and (d) 100 < E_e ≤ 1000 eV. The targets: black dotted line, Ne(2p); red solid line, Ar(3p); green dashed line, Kr(4p); and blue dashed-dotted line, Xe(5p).

In Figure 11, the DDCS is plotted as a function of ejection angles for various targets and at selected electron energy ranges. In Figure 11a, we present the DDCS for electrons with energies less than 12 eV. Xe(5p) exhibits the largest DDCS across all angles, while Ne(2p) exhibits the lowest. The DDCSs of Ar(3p) and Kr(4p) have close magnitudes. All curves at this energy range start high at small angles, then they decrease drastically until reaching a right-angle scattering. For the backward scattering, the DDCS curves become less steep and decrease gradually.
For electron energies ranging between 12 eV and 50 eV (see Figure 11b), the DDCS curves of Ar(3p), Kr(4p) and Xe(5p) show similar behavior. In this electron energy range, the DDCS curves drastically decrease with increasing the ejection angles in the forward scattering, compared to the DDCS curves of electrons with energies less than 12 eV (see Figure 11a). For the backward scattering of Ar(3p), Kr(4p), and Xe(5p), the DDCS values become almost constant. In the case of Ne(2p), the DDCS curve also shows a drastic decrease in the forward scattering, reaching minimum value at right-angle scattering. In the backward scattering, the DDCS curve starts to show a small increase when the ejection angle increases.

For electron energies ranging between 50 eV and 100 eV (see Figure 11c), the DDCS values are smaller compared to previous electron energy ranges. The DDCS curves of Kr(4p) and Xe(5p) are almost equal and decrease slowly until they reach the 90° scattering, then they show almost constant values. The DDCS values of Ar(3p) are nearly equal to the DDCS values of Kr(4p) and Xe(5p) in the forward scattering. However, the DDCS curve has a minimum at 90° scattering. The DDCS values increase in the backward scattering. The DDCS values of Ne(2p) are much smaller than those of Ar(3p), Kr(4p), and Xe(5p) in forward scattering. The DDCS curve of Ne(2p) shows a minimum around the 90° scattering similarly to the case of Ar(3p). Moreover, in the backward scattering, the DDCS values of Ne(2p) increase slowly, and they are almost equal to the DDCS values of Ar(3p).

For electron energies ranging between 100 eV and 1000 eV (see Figure 11d), the DDCS values are very small compared to the lower-energy cases discussed earlier. Due to the low calculation statistic effected by a low number of ionized electrons, the DDCS curves for all targets are now tangled, especially for ejection angles larger than 120°, and they show very close values to one another. However, the DDCS values of Ne(2p) are the smallest by a narrow margin, while the DDCS values of Xe(5p) are the largest by a similarly small margin for ejection angles less than 120°.

4. Conclusions

We have presented the total (TCS) and differential (DCS) cross sections of the interaction of protons H\(^+\) with neutral noble gases. We used the three-body CTMC calculations based on Garvey-type model potential. In the model potential, only one active electron was included in the interaction dynamics, while the remaining electrons contributed to the screening effect. The TCSs of single-electron capture and single-electron ionization from different sub-shells were presented and discussed for the 0.2 keV–50 MeV energy range. The ionization DCSs were presented and discussed for impact energy of 35 keV, focusing only on the outer sub-shells of the targets. Our results showed that the inner sub-shells’ contribution to the overall cross section is insignificant for low impact energies; however, when increasing the impact energies, the inner shells slowly start to contribute to the overall cross section. Our CTMC results of TCS of the ionization and electron-capture channels show very good agreement with the existing theoretical and experimental data, especially in the case of electron capture at the energy range between 10 keV and 200 keV. In addition, we presented and discussed double-differential cross sections (DDCS) as function of the ionized electron energy and its ejection angle. We showed that the majority of electrons were ionized in the forward scattering, and most of the electrons were ejected with low energies, i.e., less than 12 eV. The backscattered DDCSs were generally the lowest.
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