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CHAPTER 1

Introduction

Until recently, programming was about using pure, single-paradigm techniques. How-
ever, nowadays programming languages tend to converge to one another, i.e., features
of one paradigm are appearing in languages based on another paradigm [23, 24]. This
process can be observed primarily in the area of imperative, object-oriented, and func-
tional programming languages. For example, C# or D are based on the imperative C
language, extended with object-oriented and functional language elements. Another
example is CLOS, which is a functional language based on Lisp, with added object-
oriented features. Such languages are called multiparadigm programming languages.
The advantage of these languages is that the programmer may select the paradigm
best suited for solving a particular problem. We may even choose to create different
parts of the same program using techniques from different programming paradigms.
If a small part of a large application requires high efficiency, imperative code is used,
reusable types are created in an object-oriented way, while in some domains of com-
putation, we choose the functional approach because solutions to problems in these
domains can be expressed in a more succinct way compared to using imperative code.
I believe that multiparadigm languages can be a great help in the education of
computer science. Instructors may show different versions of the same algorithm de-
pending on the paradigm used to implement it, and later students may decide which
paradigm to choose in a homework assignment, an exam, or at work, depending on
the problem specification and the student’s programming experience. Of course, we
don’t necessarily need to use multiparadigm languages for this purpose, we can also use
multiple single-paradigm languages, but this way, we don’t have to teach and students
don’t have to learn yet another language just for coding a particular algorithm.
During my research, I examined the possibility of using F# as a new multiparadigm
programming language for coding different algorithms in the area of artificial intelli-
gence (AI). I chose this area for three main reasons. First, I used to be an instructor
of the seminars of the Introduction to Artificial Intelligence course at the University of
Debrecen [28]. Second, AI and search algorithms, in particular, seemed to be a field
of computation where we can make use of functional programming because some sub-
stantial parts of these algorithms (like, for example, checking operator preconditions)
are essentially functional. And third, T had a couple of imperative and object-oriented
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implementations of the algorithms in question, which proved to be a good starting
point for creating the F# versions [13, 12].

The other main area of my research was trying to find an answer to the following
question: “Why do most of our students majoring Software Information Technology
BSc have a hard time fulfilling the requirements of most nonbasic courses?” Based
on my ten years of teaching experience at the University of Debrecen, I can say that
our students have to face a number of difficulties during their studies. I think these
difficulties root from two main problems: students are unmotivated and cannot sense
the coherence between the knowledge taught in the various courses. I found that we
could alleviate both of these problems by assigning long-term projects to students,
which they can work on throughout their studies, dealing with a particular aspect of
the project in each course.

Programming contests may be another motivating factor. We have been organizing
at least one in-house contest per semester for more than ten years now, and I can say
that there are at least a couple of students whose interest is piqued by those contests.
During these ten years, we developed two applications for evaluating the contestants’
submissions on-line. The first one is called Programming Contest Result Manager
(PCRM), and it is an e-mail-based console application, while the second one is called
ProgCont, which is a web application with a client/server architecture. PCRM is
described in detail in [14, 12], now I introduce ProgCont along with our experience
with it.

To summarize the above, my thesis sets the following goals:

e to create different sample implementations of the most popular AT search algorithms
in C# and F#, including those that compute the next move in a two-player game,

e to compare the different implementations of these algorithms (from purely object-
oriented to mostly functional),

e to give some examples of how to create C# and F# implementations of specific
problems and games that can be fitted into the above-mentioned algorithms,

e to argue for using multiparadigm programming languages in the teaching of artificial
intelligence based on the above implementations,

e to design some sample long-term projects to be assigned to students as part of a
new methodology for teaching computer science,

e to share our experience with the programming contests organized by the Faculty
of Informatics at the University of Debrecen as well as the applications managing
them.

Chapter 2 contains a brief overview of functional programming, the basics of lambda
calculus, and the possible use of FP in the teaching of artificial intelligence. Chapters 3
and 4 provide a possible course guide for the practical course of the subject Introduction
to Artificial Intelligence. In Chapter 3, I present a couple of implementations of search
algorithms for single-agent, state-space-repesented problems, compare them with one
another, and give the state-space representation and various implementations of two
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such problems (a simple and a complex one) as examples. The structure of Chapter 4
is similar to that of Chapter 3, but instead of single-agent problems, it deals with two-
player games and search algorithms on game trees. Chapter 5 is about some problems
our students have to face with during their studies and a possible “cure” for these
problems. In Chapter 6, I discuss programming contests, the way ACM contests are
conducted, and a new application developed for managing ACM-like and other kinds
of contests. Finally, I summarize the results of my thesis in Chapter 7.



CHAPTER 2

Overview of Functional Programming

Chapters 3 and 4 describe a possible course guide that can be used in the practical
courses of Introduction to Artificial Intelligence or other Al-related subjects. Chapter
3 presents a couple of multiparadigm implementations of single-agent problems, while
chapter 4 deals with two-player games. Before going into the details, let’s discuss
shortly the basics of functional programming and multiparadigm languages.

The functional programming (FP) paradigm was born together with the first func-
tional programming language, IPL, in 1955, one year before Fortran. The second FP
language, Lisp, was invented in 1958; its variants are still in use today. Despite the fact
that many FP languages have been developed since 1955, FP remained a programming
language primarily used only in academic areas until recently. One reason for this is
the immediate success of the first two major imperative languages, Fortran and Cobol.
These two languages and their derivatives (and thus, imperative paradigm) dominated
business programming for more than 30 years, when object-oriented languages took the
leading role. Today, however, the promise of FP is finally being realized as enterprises
recognize the need for more sophisticated computing solutions.

In pure functional programming, programs consist of expressions, among which the
most important are function definitions. The functions in a functional program are
very much like mathematical functions—they accept arguments, return values, but
they cannot have side effects, and because of this, do not change the state of the
program. Instead of changing values, functions create new values by copying them
and applying modifications to the copies. Of course, this is not always efficient during
runtime, but allows programmers to use really neat programming constructs, like, for
example, treating functions themselves as values. Once a value is no longer required,
it is usually automatically disposed of by a garbage collector.

The main differences between imperative and functional programming are the fol-
lowing;:

e With an imperative approach, the programmer writes step by step how a particular
problem can be solved. In contrast, using a functional approach, the programmer
only declares what the problem is by decomposing it to simple function calls.

e The state of an imperative program is an important factor, whereas a purely func-
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tional program does not have states, because it uses only éimmutable data and special
functional data structures for storing them. For example, lists are used instead of
arrays.

e Because of stateless programming, the execution of a purely functional program
does not have side effects. This also implies that the order in which the expressions
are evaluated is not important; neither is the place of their occurrence in the source
code. The program will yield the same output on the same input in any evaluation
order and at any place of the program. This is called referential transparency.

e The main building blocks of an imperative program are statements, while a func-
tional program consists almost exclusively of ezpressions. Some basic control struc-
tures (such as conditionals or loops), which are statements in an imperative lan-
guage, may also appear in functional programs but only as expressions.

e In imperative programming, the primary flow controls are conditionals, loops, and
function (or method) calls. In functional programming, only function calls exist as
flow controls, including recursion, which plays a much more significant role than in
imperative programs.

The biggest advantage of functional programming over imperative programming is
that in most cases, FP requires much less and clearer code to achieve the same result
than imperative programming because of language constructs of a higher abstraction
level. Less code also means less chance of errors, less testing, and due to this, more
productivity. Functional programs are less error-prone, can be more easily parallelized,
and they can be developed in a shorter time. Because of these advantages, functional
programming is becoming more and more popular nowadays; even software industry is
looking for more and more programmers with expertise in functional programming.

2.1 The Lambda Calculus

Functional programming languages are based on a formal system for expressing com-
putation, called the Lambda Calculus [1]. It was designed to formalize mathematics
in terms of functions, variables, variable binding, and substitution. In this section, I
present the most basic concepts of Lambda Calculus as defined by Alonzo Church in
1936 [2], and then give some examples of using these concepts in F+#.

We select a particular list of symbols {, }, (, ), A, [, |, and an enumerably infinite
set of symbols a, b, ¢, ... to be called variables. And we define the word formula
to mean any finite sequence of symbols out of this list. The terms well-formed
formula, free variable, and bound variable are then defined by induction as fol-
lows. A variable z standing alone is a well-formed formula and the occurrence of
x in it is an occurrence of x as a free variable in it; if the formulas F' and X are
well-formed, {F}(X) is well-formed, and an occurrence of x as a free (bound)
variable in F' or X is an occurrence of z as a free (bound) variable in {F}(X); if
the formula M is well-formed and contains an occurrence of = as a free variable
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in M, then Az[M] is well-formed, any occurrence of x in Az[M] is an occurrence
of z as a bound variable in Az[M], and an occurrence of a variable y, other
than z, as a free (bound) variable in M is an occurrence of y as a free (bound)
variable in Az[M].

When writing particular well-formed formulas, we adopt the following abbre-
viations. A formula {F}(X) may be abbreviated as F(X) in any case where
F is or is represented by a single symbol. A formula {{F}(X)}(Y) may be
abbreviated as {F}(X,Y), or, if F is or is represented by a single symbol, as
F(X,Y). And {{{F}(X)}(Y)}(Z) may be abbreviated as {F}(X,Y, Z), or as
F(X,Y,Z), and so on. A formula Azq[Azs]... Az,[M]...]] may be abbreviated
as \x1Zs9...xy, - M or as \xqxs...x, M.

The expression S% M| is used to stand for the result of substituting N for =
throughout M.

We consider the three following operations on well-formed formulas:

L. To replace any part Ax[M] of a formula by A\y[Sy M|], where y is a variable
which does not occur in M.

IT. To replace any part {Az[M]}(N) of a formula by S% M|, provided that
the bound variables in M are distinct both from z and from the free
variables in V.

ITI. To replace any part S% M| (not immediately following A) of a formula by
{Az[M]}(N), provided that the bound variables in M are distinct both
from z and from the free variables in V.

Any finite sequence of these operations is called a conversion, and if B is obtain-
able from A by a conversion, we say that A is convertible into B, or “A conv B.”
If B is identical with A or is obtainable from A by a single application of one
of the operations I, I, III, we say that A is immediately convertible into B.

A conversion which contains exactly one application of Operation II, and no
application of Operation III, is called a reduction.

A formula is said to be in normal form if it is well-formed and contains no part
of the form {A\z[M]}(N). And B is said to be a normal form of A if B is in
normal form and A conv B.

The originally given order a, b, ¢, . .. of the variables is called their natural order.
And a formula is said to be in principal normal form if it is in normal form,
and no variable occurs in it both as a free variable and as a bound variable, and
the variables which occur in it immediately following the symbol A are, when
taken in the order in which they occur in the formula, in natural order without
repetitions, beginning with a and omitting only such variables as occur in the
formula as free variables.! The formula B is said to be the principal normal

! For example, the formulas Aab-b(a) and Aa-a(Ac-b(c)) are in principal normal form, and Aac-c(a),
and Abc - ¢(b), and Aa - a(Aa - b(a)) are in normal form but not in principal normal form. Use of
the principal normal form was suggested by S. C. Kleene as a means of avoiding the ambiguity of
determination of the normal form of a formula, which is troublesome in certain connections.
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form of A if B is in principal normal form and A conv B.

For practical reasons, we can also consider operators (such as +) and constants
(numbers, for example) as variables.” We can write the lambda expression Az - +(z,1)
in F# as fun x -> x + 1. Here, we can consider the symbol 1 as the numeric constant
1, and the symbol + as the symbol of the arithmetic addition operator. This way, we
created an anonymous function that takes a parameter (z) and returns z + 1. If we
want to call this function, we can write the lambda expression {Az - +(x,1)}(3) or in
F#, (fun x -> x + 1) 3. Using reduction, this lambda expression can be converted
into +(3,1). If we now consider the + symbol as the arithmetic addition operator,
which returns the sum of its two arguments, another reduction yields 4, which is the
normal form of the expression {Az - +(x,1)}(3).

The definition of the lambda expression implies that each lambda function may only
take exactly one parameter. For example, the expression Azy - +(z,y) is equivalent to
Az-Ay-+(z,y),orin F#, fun x -> fun y -> x + y. This function can then be called
with two arguments, which will result in a number: the sum of the two arguments. But
we can also call the function with only one argument, as in {Az - Ay - +(z,y)}(3) or in
(fun x -> fun y -> x + y) 3. The result of this function call is another function:
Ay-+(3,y) or fun y -> 3 + y. We call this partial function application or currying;
and we call the form of functions in which they take exactly one argument, the cur-
ried form of functions. Strictly speaking, F# also uses curried functions, but we can
simulate functions that take multiple arguments with the help of the tuple type. For
example, the function fun x -> fun y -> x + y can be abbreviated as fun x y ->
x + y, which means the same thing: a function that takes one argument and returns
another function that takes one argument and returns a number. However, if we write
fun (x, y) -> x + y, we get a function that takes one tuple argument (in this case,
a pair of numbers) and returns a number. This function can only be called with ex-
actly one argument of type tuple containing two numbers, as in (fun (x, y) -> x +
y) (3, 4). As this function does not return another function, we cannot use partial
application here.

Currying is possible because functions are treated as values in functional program-
ming. This means that a function can be an argument or the return value of an-
other function. Functions that take other functions as parameters or return func-
tions are called higher-order functions. For example, Afzy - f(x,y), or in F#, fun
f xy -> f x yis a function that takes another function as its first parameter and
applies it to its second and third parameters. We can call this function like this:
{Mzy f(z,y)}Azy-+(x,y),3,4),orin F#, (fun £ x y -> £ x y) (+) 3 4, which
both yield the sum of 3 and 4. If we now replace the argument function with (-), we
will get the difference of 3 and 4.

Lambda Calculus is only the pure mathematical background of FP. Programming,
however, is impure in this sense—there are a lot of functional programming techniques
that make FP really usable and powerful in some computing domains. Such techniques
include type inference, closures, continuations, monads, just to mention but a few.

2In programming language context, variables are called values because they never change.
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2.2 Functional Approach in Teaching Artificial Intel-
ligence

Teaching search algorithms to our students is a great pedagogical challenge. At our
university, they first meet artificial intelligence during the course Introduction to Ar-
tificial Intelligence, which is one of the core subjects of our three main undergraduate
programs, Software Information Technology, Business Information Technology, and En-
gineering Information Technology. In the lectures, the pseudocode of these algorithms
is presented, together with some examples, but this is not always enough for students
to understand what is going on behind the scenes. In the seminars, the instructors
show the same algorithms written in a high-level programming language, which used
to be Pascal and C, but nowadays we use Java and C#. However, the high-level lan-
guage code is merely another representation of the pseudocode, so students with little
programming background do not find it useful in understanding the operation of the
algorithms. The idea is that we should try presenting the search algorithms also by us-
ing a very different approach, namely, functional programming. A functional program
can hide the unimportant steps of searching, and focuses only on the problem itself.
It may be useful even if students do not have any former knowledge of functional pro-
gramming, because a functional program is just another way for describing a problem,
and not for solving it (although the problem description usually incorporates at least
parts of the solution).

Besides coding in an object-oriented language, I also propose using the functional
approach for programming the solutions of state-space-represented problems for the
following reasons:

e These are complex problems. We do not teach programming in the frame of this
course anymore; instead, we teach how the previously learned programming knowl-
edge can be combined with the theory of search algorithms. The more complex a
problem is, the more elegantly it can be implemented using functional programming.

e Some parts of the AI search algorithms are functional by their very nature. The
source code of these parts simply looks better in a functional language.

e It is worth implementing a couple of problems and search algorithms with both
paradigms so that students can see the difference between them. Later they can
decide which approach to use in their homework or during a test.

e Functional programming is an exciting challenge for the students, and challenge can
be a great motivating force. They prefer dealing with challenging problems even if
those problems are difficult or abstract.

As a proof of the succinctness of a functional program solving an AI problem, I
present a short C code and a purely functional F# code of the solution of the well-
known n-queens puzzle. Here is the C code first:

1 #include <stdio.h>
2 #include <stdlib.h>
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3

4  typedef enum {FALSE, TRUE} BOOL;
5

6 #define N 8

7

8 int board[N + 1];

9

10 void print_array()

11 {

12 int i;

13 for (i = 1; i <= N; ++i)

14 printf ("/d ", board[il);

15 putchar(’\n’) ;

16 3}

17

18 BOOL conflicting(int col, int row)
19 A

20 int i;

21 for (i = 1; i < col; ++i)

22 if (board[i] == row || col - i == abs(row - board[i]))
23 return TRUE;

24 return FALSE;

25 }

26

27  void find_solutions(int col)

28 A

29 static int num = 0;

30 if (col > N)

31 {

32 printf ("Solution #}02d: ", ++num);
33 print_array();

34 }

35 else

36 {

37 int row;

38 for (row = 1; row <= N; ++row)
39 if (!conflicting(col, row))
40 {

41 board[col] = row;

42 find_solutions(col + 1);
43 }

44 }

45 }

46

47  int main()

48 {

49 find_solutions(1);

50 return EXIT_SUCCESS;

51}
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And here is the F# code:

1 let N = 8

2

3 let conflicting col row (queen : int list) =

4 let rec checkCol c =

5 c < col &&

6 let r = queen. [c]

7 r = row || col - ¢ = abs (row - r) || checkCol (c + 1)
8 checkCol 0

9

10 let nextCol col newSolutions solution =

11 seq {1 .. N}

12 |> Seq.filter (fun row -> not (conflicting col row solution))
13 |> Seq.fold (fun solutions row ->

14 solutions @ [solution @ [row]]) newSolutions
15

16 let rec findSolutions col allSolutions =

17 if col = N then

18 allSolutions

19 else

20 findSolutions (col + 1)

21 (allSolutions |> List.fold (mextCol col) [])
22

23  findSolutions 0 [[]]

24 |> List.iteri (fun i solutiomn ->

25 printfn "Solution #%02d: %A" (i + 1) solution)

Both programs find the 92 possible solutions of the 8-queens problem, although
they are not fully equivalent. The C code uses recursive backtracking, while the F#
code is more like an optimized recursive breadth-first search, in which most of the work
is done by built-in functions such as Seq.fold.

The C code works the following way: It takes a one-dimensional array of N elements
(actually N+ 1 so we do not have to bother with the zero index), and calls the recursive
function find_solutions, which tries to find an appropriate (nonconflicting) row for
a queen in the next column of the table in a for loop. The index of the next column
is stored in col, which is 1 at the beginning. If there is no such row, a backtracking
is performed, i.e., find_solutions returns to its previous instance in the call stack
(where the value of col was one less than its current value), and so it tries to find the
next good row in the previous column inside the for loop. While we can find a good
place for a queen in the current column, we continue calling find_solutions with an
incremented col value. When col reaches N+ 1, all N queens have been placed on the
table, i.e., a solution is found. We print the solution, and continue with the search by
backtracking (i.e., returning to the previous function in the call stack) until we return
to the main function, which means that a backtracking was performed from the initial
state.

The F# code uses a list of lists to store all the solutions. Each of the inner lists
will finally contain N numbers with the row values for each column just like the array
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in the C version. At the beginning, we start with a one-element list of an empty list
(L[1]), and then try to place a queen to all the possible rows in the column indicated
by col. For example, when col is 0 and allSolutions is [[]], the result of the
expression allSolutions |> List.fold (nextCol col) [] will be a list of 8 one-
element list containing the numbers 1 to 8 [[1], [2], [3], ...]. After this, the
findSolutions function is called recursively with an incremented col value, which
results in a list containing only 2-element lists with all the possible layouts of two
queens in two columns. This is repeated until col reaches N, when the resulting list
will contain all possible solutions.

Of course, we could also have written here the recursive breadth-first search in C.
The reason I chose backtracking instead is that it is much shorter because in back-
tracking, we only have to store the current path, and it is done for us by the call stack
of the find_solutions function. In breadth-first search, however, we would have to
keep track of the partial solutions (those in which one less columns are already filled
than we are currently dealing with), which would require us to handle some kind of
data structure (a linked list, for example). The F# version does this with the built-in
list data type. Just for comparison, here is the C# implementation of the recursive
breadth-first search, which resembles the most the F# program in functionality (C#
also has a built-in List data type):

1  using System;

2  using System.Text;

3 using System.Collections.Generic;

4

5 class Board

6 {

7 public static int N = 8;

8

9 private int[] board;

10 private int col;

11

12 public Board()

13 {

14 board = new int[N + 1];

15 col = 1;

16 }

17

18 public Board(Board parent, int row)
19 {

20 board = (int[])parent.board.Clone();
21 board[parent.col] = row;

22 col = parent.col + 1;

23 }

24

25 public bool Conflicting(int row)

26 {

27 for (int 1 = 1; i < col; ++i)

28 if (board[i] == row || col - i == Math.Abs(row - board[i]))
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29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64

return true;
return false;

}

public override string ToString()

{
StringBuilder sb = new StringBuilder();
for (int i = 1; i <= N; ++i)

sb.Append (board[i] + " ");

return sb.ToString();

}

}

class Program

{

static List<Board> findSolutions(int col, List<Board> allSolutions)

{

if (col > Board.N)

return allSolutions;
List<Board> newSolutions = new List<Board>();
foreach (Board solution in allSolutions)

for (int row = 1; row <= Board.N; ++row)

if (!solution.Conflicting(row))
newSolutions.Add(new Board(solution, row));

return findSolutions(col + 1, newSolutions);

}

static void Main()
{
int num = 0;
List<Board> initiallist = new List<Board>();
initialList.Add(new Board());
foreach (Board solution in findSolutions(1l, initialList))
Console.WriteLine("Solution #{0:00}: {1}", ++num, solution);

than the F# version of the very same algorithm.

2.2.1

As you can see, the C# code is still much longer and, in my opinion, less expressive

Search Algorithms in Different Programming Languages

The first implementations of AI search algorithms were programmed using the first
popular high-level imperative programming language, Fortran, and the first functional
programming language, IPL. The General Problem Solver, created in 1959, was able
to solve theoretically any formalized symbolic problems [17]. Later, as newer and
newer imperative programming languages (such as C or Pascal) dominated business
computing, search algorithms were rewritten in a number of imperative languages.
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With the appearance of object-oriented paradigm, programmers had the possibility to
easily create more abstract and general implementations of these algorithms.

Meanwhile, functional programming languages were undergoing vigorous develop-
ment too. Lisp, for example, was invented in 1958, and its variants (Common Lisp,
Scheme, and Clojure among others) are still in use today. As an example, there is
a Lisp implementation for solving the “farmer, wolf, goat, and cabbage problem” in
[16]. Another popular functional language is Haskell, which was used for implementing
depth-first search in [11].

Prolog, designed specifically for logic programming in 1972, is a natural choice when
it comes to programming Al search algorithms. If we would like to create the most
concise implementation, we should probably use Prolog.

2.3 Multiparadigm Languages and F#

As T already mentioned, imperative programming dominated the first few decades of
commercial computing. The problem with imperative languages lies in their verbose-
ness. Even a very simple algorithm can take a lot of lines of code to implement. On
the other hand, functional and logic programming languages require programmers to
acquire a very special way of thinking about things, which may be appropriate for
some sorts of real-world problems, but is unnatural for most problems. Some think
it is a better way to combine the advantages of the different paradigms by merging
their features in one programming language. Others say that this way we ruin the pure
conceptual background of the language. In my opinion, we gain more than we lose with
this multiparadigm approach. Nowadays, programming languages tend to converge to
one another, i.e., functional features are appearing in imperative languages and vice
versa (as in D, Python, C#, or F#). This way, developers may choose to do some
kinds of computation functionally instead of the “traditional way.” A good example of
this is LINQ in C#.

My choice fell on F#, Microsoft’s first truly functional programming language. F#
was designed to be compatible with the .NET framework, including its object-oriented
concepts. This is not a full compatibility, however, as some OO features would interfere
with the functional part of the language. For example, the protected accessibility
modifier might cause problems in lambda functions. F# is basically a special version of
Objective Caml (OCaml), an object-oriented FP language, extended to support .NET
interoperability. It combines all three major programming paradigms (imperative,
object-oriented, and functional), so programmers may choose the most suitable way
to solve a particular problem. They may write a program purely functionally, partly
imperatively, using object-oriented tools, such as classes and objects, or by mixing any
or all of these techniques [19, 26]. In F#, programmers may use object states, and
this way, we do not have to write mystic code, for example, for handling complex data
structures. Another drawback of pure functional programming is the inefficiency of
the executable code: copying data requires more memory and more runtime than just
performing a small modification of existing data. Additionally, F# can help students
realize that no single programming paradigm is best for everything. These are the
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reasons why F# seemed to be a good choice to implement the search algorithms,
which we already had at our disposal in Java and C# [13, 12].



CHAPTER 3

Some Implementations of Search
Algorithms for Single-Agent Problems

In this chapter, I present various implementations of Al search algorithms for solving
arbitrary single-agent, state-space-represented problems. The implemented algorithms
are the following:

e backtracking (with optional cycle check and depth bound check)

branch-and-bound algorithm (with optional cycle check and initial cost bound)

breadth-first search

e depth-first search

Dijkstra’s algorithm (uniform-cost search) [6]
e best-first search
e A algorithm

These algorithms and their derivatives are the most widespread in practice nowadays [8,

, 9], and these algorithms form the core part of the subject Introduction to Artificial
Intelligence—both in the lectures and in the seminars [28]. In the code listings, I will
only present two of the above-listed algorithms throughout this chapter: backtracking
and A algorithm.

First, I introduce the class hierarchy created by Kosa Mark and myself [13] when
we started to use Java in the seminars of the aforementioned subject for coding the
search algorithms. Next, I present a pure object-oriented C# implementation and
three multiparadigm F# implementations of these algorithms, comparing them with
one another from various aspects and emphasizing the main differences between them.
Finally, I show some possible F# implementations of a couple of examples of specific
problems that can be solved using the presented algorithms.
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3.1 A Class Hierarchy for Search Algorithms

This section covers the classes and their members related to the state-space represen-
tation in an abstract level and three of the listed search algorithms with the help of a
UML class diagram. Figure 3.1 shows two abstract classes for the state-space repre-
sentation itself (State and Operator) as well as four Node classes, which represent the
graph nodes used by the search algorithms:

State

Operator

+Operatars £ get; set: } : HashSet <Operator =
+ Gpalstate { geiy } : boo!

+ FraConditionfop. Operator] : boof + Coskis: State) : double
+ Aoolfan: Sperafor) @ Skate
+ Heuristic { get; } : double

Node

NodeWithCost
+ModefinitState: State)

+Mode{parent: Mode, oper: Operator)

~State { get; ;i State <:]—
Parent{{g ejt'}}  Nade + ModewithCost(initState: State)
aestir + ModewithCost{parent: ModewithCost, oper: Operator)
~Oper { get; } i Operator
+ Cost { get; set; } : double

~Depth { get; }:ink ;
+ TaSh + skl
+Equals{obj: object) : bool ostring(] : string

+GetHashCoded) : int
+ TaStringl) : string

BacktrackNode BacktrackNodeWithCost
+ BackirackMode(initState: State) 1 + Cost { get; set; +: double
+ BackirackMode{parent: BacktrackMode, oper: Operator) + BacktrackModewithCostiinitState: State)
+ OperatorsTaTry { get; set; b IList<Operator = + BacktrackModewithCost{parent: BacktrackModewithCost, oper: Operator)
+ Tastring() ¢ string

Figure 3.1. Classes representing the state space and the graph nodes.

State is used as a base class for the classes representing the states of concrete
problems, while the Operator class serves as a base class for the concrete operators,
which transform our problem from one state to another. The members of these classes
are the following:

e Operators: the set of all operators relevant to the problem.

e GoalState: true if the current state is a goal state.
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e PreCondition: true if the argument operator is applicable to the current state.

e Apply: applies the argument operator to the current state and returns the resulting
state.

e Heuristic: a heuristic value that is an estimation of the cost of reaching the nearest
goal state from the current state.

e Cost: the cost of applying the current operator to the argument state.
The four Node classes contain the following important members:
e State: the state represented by the node.
e Parent: the node to which an operator was applied to reach the current node.
e Oper: the operator that was applied to the parent node.
e Depth: the current node’s depth in the spanning tree of the graph.
e Cost: the total cost of reaching the current node from the start node.

e OperatorsToTry: a list of operators applicable to the current node and not tried
yet.

Node is used with non-cost-based graph search algorithms (e.g., breadth-first search),
NodeWithCost is used with cost-based graph search algorithms (e.g., A algorithm),
BacktrackNode is used with backtracking, and BacktrackNodeWithCost is used with
the branch-and-bound algorithm.

Figure 3.2 shows another part of the UML class diagram, which contains the classes
representing some of the search algorithms and their relations to other classes.

Here you can see two enumeration types. SearchProp contains some flags which
control the operation of the search algorithms. If AllSolutionsFlag is set, the al-
gorithm will search for all solutions, otherwise it will stop when the first solution is
found. If SolutionIsStateFlag is set, the algorithm considers the goal state as the
solution, otherwise the solution is considered to be the operator sequence leading from
the initial state to the goal state. CycleCheckFlag is used only with backtracking and
branch-and-bound search. If it is set, the algorithm will check for cycles in the current
path during the search, otherwise it may enter an infinite loop. Verbosity contains
three verbosity levels which control the amount of information printed to the output
during the search. The caller may pass as an argument any combination of the search
property flags as well as one of the verbosity levels to the constructor of a particular
search algorithm.

SearchAlg is an abstract class which is the base of all search algorithms and contains
the following members:

e AllSolutions and SolutionIsState are two logical values which are relevant to
all search algorithms. They provide easy access to two of the flags so that we do
not have to mask the flags argument every time they are needed.
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GraphSearchAlg
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DepthFirstSearch
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# PrintLogEntry(Verbosity, string) : void # Expandiode) ; void
+ PrintSolution(Made) ; void
+ Searchfl} : void
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+ Searchi) : void
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Figure 3.2. Classes representing some search algorithms.

e GoalNodes: a list of the goal nodes found during the search.

e PropertiesText: a string representation of the search properties.

e PrintLogEntry: prints the given text to the output if the verbosity level of the
search algorithm is greater than or equal to the given level.

e PrintSolution: prints the solution taken as an argument to the output.

e Search: an abstract method that does the actual work; it must be overridden by
the concrete search algorithms.
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In addition to these members, BacktrackSearch and BranchAndBoundSearch also
store the current path as a stack of nodes, while GraphSearchAlg stores the open and
closed nodes as lists of nodes. GraphSearchAlg contains an abstract Expand method,
which must be overridden by the concrete graph search algorithms.

3.2 Various Implementations of Search Algorithms

In this section, I show four possible implementations of Al search algorithms: a purely
object-oriented and three multiparadigm versions with different amount of imperative
code in them.

3.2.1 The C# Implementation

The following code contains no functional elements—it served as a starting point for the
F+# implementations. It consists of the classes introduced in Section 3.1. The presented
code is not complete; it is listed here mainly for serving as a base for comparison, so I

won’t go into details explaining it. You can find a full explanation in [13, 12].
1  using System;
2  using System.Collections.Generic;
3
4  namespace StateSpace
5 {
6 public abstract class State
7 {
8 public static ICollection<Operator> Operators { get; set; }
9 public abstract bool GoalState { get; }
10 public abstract bool PreCondition(Operator op);
11 public abstract State Apply(Operator op);
12 public virtual double Heuristic
13 {
14 get { return 0; }
15 }
16 }
17
18 public abstract class Operator
19 {
20 public virtual double Cost(State state)
21 {
22 return 1;
23 }
24 }
25
26 public class InvalidOperatorException : Exception
27 {
28 public InvalidOperatorException()

29 : base("No such operator!")
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30 {
31 }
32 }
33}

This part of the code defines the two abstract classes (State and Operator) re-
quired for the state-space representation itself and the InvalidOperatorException
class, which will be thrown by the concrete problems in their PreCondition and Apply
methods if they are given an Operator object that is not relevant to that particular
problem. The two abstract classes will be inherited and their abstract methods will be
implemented by specific problems (see Section 3.3). Note that there is a default imple-
mentation of the Heuristic property so that we can use heuristic search algorithms
(e.g., best-first search) even with states which do not override this property. Similarly,
we gave a default implementation for the Cost method of the Operator class, this
way ensuring that any operator may participate in a cost-based search (e.g., Dijkstra’s
algorithm).

1 using System.Collections.Generic;

2  using StateSpace;

3

4  namespace SearchAlg

5

6 public class Node

7 {

8 internal State State { get; set; }

9 internal Node Parent { get; set; }
10 internal Operator Oper { get; set; }
11 internal int Depth { get; set; }

12

13 public Node(State initState)
14 {

15 State = initState;

16 Parent = null;

17 Oper = null;

18 Depth = 0;

19 }

20

21 public Node(Node parent, Operator oper)
22 {

23 State = parent.State.Apply(oper);

24 Parent = parent;

25 Oper = oper;

26 Depth = parent.Depth + 1;

27 }

28

29 public override bool Equals(object obj)
30 {

31 return obj is Node && State.Equals(((Node)obj).State);
32 }
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33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
7
78
79
80
81

public override int GetHashCode()

{
return O;
}
public override string ToString()
{
string s = string.Format("{0}{1} (depth={2}",
Oper == null 7 "" : QOper + " => ", State, Depth);
System.Reflection.PropertyInfo heurProp =
State.GetType () .GetProperty ("Heuristic");
if (heurProp.DeclaringType == heurProp.ReflectedType)
return s + string.Format(", heuristic={0})", State.Heuristic);
else
return s + ")";
}
}

public class NodeWithCost : Node
{
public double Cost { get; private set; }

public NodeWithCost(State initState)
: base(initState)

{
Cost = 0;

}

public NodeWithCost(NodeWithCost parent, Operator oper)
: base(parent, oper)

{
Cost = parent.Cost + oper.Cost(parent.State);
}
public override string ToString()
{
return base.ToString() + ", cost=" + Cost;
}
}

public class BacktrackNode : Node
{
public IList<Operator> OperatorsToTry { get; private set; }

private void Init()

{
OperatorsToTry = new List<Operator>();
foreach (Operator op in State.Operators)
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82 if (State.PreCondition(op))

83 OperatorsToTry.Add (op) ;

84 }

85

86 public BacktrackNode(State initState)

87 : base(initState)

88 {

89 Init();

90 }

91

92 public BacktrackNode (BacktrackNode parent, Operator oper)
93 : base(parent, oper)

94 {

95 Init();

96 }

97 }

98

99 public class BacktrackNodeWithCost : BacktrackNode
100 {

101 public double Cost { get; private set; }

102

103 public BacktrackNodeWithCost(State initState)
104 : base(initState)

105 {

106 Cost = 0;

107 }

108

109 public BacktrackNodeWithCost (BacktrackNodeWithCost parent,
110 Operator oper)

111 : base(parent, oper)

112 {

113 Cost = parent.Cost + oper.Cost(parent.State);
114 }

115

116 public override string ToString()

117 {

118 return base.ToString() + ", cost=" + Cost;
119 }

120 }

121}

These are the four Node classes used by the different search algorithms. There are
three interesting things to note in this code:

e Each of these classes has two constructors: one for creating the start node and one
for creating a child node from a parent node during an operator application.

e It is very important to override the Equals method this way because the search
algorithms will lookup nodes in different data structures (stacks or lists), and it is
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crucial for them to find a node with the same state, regardless of its parent or its
depth in the spanning tree.

e The ToString method uses reflection to determine whether the concrete problem
has overridden the default implementation of the Heuristic property of the State
class. If so, it’s value is added to the end of the string representation of the state.

1 using System;

2  using System.Collections.Generic;

3

4  namespace SearchAlg

5 A

6 [Flags]

7 public enum SearchProp : byte

8 {

9 None =0,

10 AllSolutionsFlag =1,

11 SolutionIsStateFlag = 2,

12 CycleCheckFlag =4

13 }

14

15 public enum Verbosity : byte

16 {

17 None, Info, Debug

18 }

19

20 public abstract class Searchllg

21 {

22 protected Verbosity verbosity;

23 protected bool AllSolutions { get; private set; }

24 protected bool SolutionIsState { get; private set; }
25 public IList<Node> GoalNodes { get; private set; }
26

27 protected SearchAlg(SearchProp properties = SearchProp.None,
28 Verbosity verbosity = Verbosity.Info)
29 {

30 this.verbosity = verbosity;

31 AllSolutions = (properties & SearchProp.AllSolutionsFlag) !=
32 SearchProp.None;

33 SolutionIsState = (properties & SearchProp.SolutionIsStateFlag) !=
34 SearchProp.None;

35 GoalNodes = new List<Node>();

36 }

37

38 protected virtual string PropertiesText

39 {

40 get

41 {

42 return (AllSolutions ? "Searching for all solutions.\n" :
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43 "Searching for the first solution.\n") +
44 (SolutionIsState 7 "The goal state" :

45 "The operator sequence leading to the goal state") +
46 " is considered to be the solution.\n" +
47 "Verbosity level: " + verbosity + "\n";

48 }

49 }

50

51 protected void PrintLogEntry(Verbosity minLevel, string entry)
52 {

53 if (verbosity >= minLevel)

54 Console.WriteLine(entry) ;

55 }

56

57 public void PrintSolution(Node node)

58 {

59 if (SolutionIsState)

60 try

61 {

62 Console.WriteLine(node.State);

63 }

64 catch (NullReferenceException)

65 {

66 Console.WriteLine("Null as a solution???");
67 }

68 else if (node !'= null)

69 {

70 PrintSolution(node.Parent);

71 Console.WriteLine (node) ;

72 }

73 }

74

75 public abstract void Search();

76 }

7}

Some issues worth noting here are the following:

e The Flags attribute is applied to the SearchProp enumeration type to denote that
the listed properties may occur in combination. Their numeric values are the powers
of 2 for the same reason.

e The constructor of SearchAlg clears all search properties by default and sets the
default value of the verbosity level to Info unless the caller gives arguments to the
constructor. Furthermore, an empty list is created for the goal nodes.

e The virtual property PropertiesText initially contains the string representation of
those two search properties (A11Solutions and SolutionIsState) that are com-
mon to all search algorithms, as well as the verbosity level. It may be overridden
by the concrete algorithm classes to extend it with further properties.
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The PrintSolution method prints just the goal state represented by the goal node
given as a parameter if the SolutionIsState search property is set. Otherwise, it
recursively prints a sequence of operator /state pairs from the start node to the goal
node.

using System;
using System.Collections.Generic;
using StateSpace;

namespace SearchAlg
{
public class InvalidBoundException : Exception

{

public InvalidBoundException()
: base("Negative bound!")

{

}

}

public class BacktrackSearch : SearchAlg
{

protected bool cycleCheck;

protected int depthBound;

protected Stack<BacktrackNode> currPath;

public BacktrackSearch(State initState,
SearchProp properties = SearchProp.None,
Verbosity verbosity = Verbosity.Info,
int depthBound = 0)
: base(properties, verbosity)

if (depthBound < 0)
throw new InvalidBoundException();

this.depthBound = depthBound;

cycleCheck = (properties & SearchProp.CycleCheckFlag) !=
SearchProp.None;

currPath = new Stack<BacktrackNode>();

currPath.Push(new BacktrackNode(initState));

protected override string PropertiesText
{
get
{
return base.PropertiesText +
(cycleCheck ? "Cycle check is on.\n"
"Cycle check is off.\n") +
(depthBound > 0 7 "Depth bound: " + depthBound + "\n"
"Depth bound check is off.\n");
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45 }

46 }

47

48 public override void Search()

49 {

50 while (currPath.Count > 0)

51 {

52 BacktrackNode currNode = currPath.Peek();

53 string depthText = depthBound > 0 7

54 " (depth=" + currNode.Depth + ")" : "";

55 PrintLogEntry (Verbosity.Debug,

56 "Current state: " + currNode.State + depthText);
o7 if (currNode.State.GoalState)

58 {

59 if (!(SolutionIsState && GoalNodes.Contains(currNode)))
60 GoalNodes.Add (currNode) ;

61 if (AllSolutions)

62 {

63 PrintLogEntry(Verbosity.Info,

64 "Found a solution, backtracking.");

65 currPath.Pop();

66 continue;

67 }

68 else

69 break;

70 }

71 if (depthBound > 0 && currNode.Depth == depthBound)
72 {

73 PrintLogEntry(Verbosity.Info,

74 "Reached depth bound, backtracking.");

75 currPath.Pop();

76 continue;

7 }

78 if (currNode.OperatorsToTry.Count == 0)

79 {

80 PrintLogEntry(Verbosity.Info,

81 "No more applicable operators, backtracking.");
82 currPath.Pop() ;

83 continue;

84 }

85 Operator op = currNode.OperatorsToTry[0];

86 PrintLogEntry(Verbosity.Debug, "Applying operator: " + op);
87 BacktrackNode newNode = new BacktrackNode(currNode, op);
88 PrintLogEntry (Verbosity.Debug, "New state: " + newNode.State);
89 if (cycleCheck && currPath.Contains(newNode))

90 PrintLogEntry(Verbosity.Info, "Found a cycle.");
91 else

92 currPath.Push(newNode) ;

93 currNode .OperatorsToTry.Remove (op) ;
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94 X

95 }

96

97 public override string ToString()

98 {

99 return verbosity == Verbosity.None 7 "" :

100 "Searching using backtracking.\n" + PropertiesText;
101 }

102 }

103 %

This is a possible C# implementation of the backtracking algorithm with optional
cycle check and depth bound check. First, InvalidBoundException is defined, which
is thrown if a negative bound is given to the constructor of BacktrackSearch. The
algorithm itself is written to be as close to the pseudocode presented in the lectures
as possible. It starts in the constructor with creating an empty stack of nodes (actu-
ally BacktrackNodes) for storing the current path (currPath) and pushing the start
node onto it. Creating a new BacktrackNode involves generating a list of operators
applicable to that node (OperatorsToTry).

The control flow of the Search method is a bit complicated because of the different
search properties we have to consider. The main control structure is a while loop that
runs until the current path becomes empty, which occurs when a backtrack operation
is performed in the start node. First, the current node (the top element in the stack
of the current path) is checked whether it contains a goal state. If so, it is added to
the list of the goal nodes, and the algorithm will either stop (if only one solution is
required), or continue with a backtrack operation. If the current node is not a goal
node, then two other conditions are checked which imply backtracking: (1) the depth
of the current node reaches the depth bound, and (2) there are no more applicable
operators left in the current node. If neither of these conditions are true, the next
applicable operator is applied to the current state, and the applied operator is removed
from the list of the applicable operators. Finally, we check for a cycle if required and
push the new node generated by the operator application to the stack of the current
path.

1  using System;

2 using System.Collections.Generic;

3 using StateSpace;

4

5 namespace SearchAlg

6 o

7 public abstract class GraphSearchAlg : SearchAlg

8 {

9 protected List<Node> openNodes, closedNodes;

10

11 protected GraphSearchAlg(SearchProp properties = SearchProp.None,
12 Verbosity verbosity = Verbosity.Info)
13 : base(properties, verbosity)

—_
~
-~
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15 openNodes = new List<Node>();

16 closedNodes = new List<Node>();

17 }

18

19 private void PrintNodesCount ()

20 {

21 Console.WriteLine("Open nodes: {0}, closed nodes: {1}.",
22 openNodes.Count, closedNodes.Count);
23 }

24

25 private void PrintDatabase ()

26 {

27 Console.WriteLine("Open nodes:");

28 foreach (Node node in openNodes)

29 Console.WriteLine(node) ;

30 Console.WriteLine("Closed nodes:");

31 foreach (Node node in closedNodes)

32 Console.WriteLine(node) ;

33 Console.WriteLine();

34 }

35

36 protected void PrintInfo()

37 {

38 if (verbosity == Verbosity.Info)

39 PrintNodesCount () ;

40 else if (verbosity == Verbosity.Debug)

41 PrintDatabase() ;

42 }

43

44 protected abstract void Expand(Node node) ;

45 }

46

47 public class AAlgorithm : GraphSearchAlg

48 {

49 public AAlgorithm(State initState,

50 SearchProp properties = SearchProp.None,
51 Verbosity verbosity = Verbosity.Info )
52 : base(properties, verbosity)

53 {

54 openNodes.Add (new NodeWithCost(initState));
55 }

56

57 protected override void Expand(Node node)

58 {

59 foreach (Operator op in State.Operators)

60 if (node.State.PreCondition(op))

61 {

62 NodeWithCost newlNode =

63 new NodeWithCost ((NodeWithCost)node, op);
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int index;
if ((index = openNodes.Index0f (newNode)) != -1)
{
NodeWithCost oldNode = (NodeWithCost)openNodes[index];
if (newNode.Cost < oldNode.Cost)
{
openNodes .Remove (o1dNode) ;
openNodes . Add (newNode) ;
}
}
else if ((index = closedNodes.Index0f (newNode)) != -1)
{
NodeWithCost oldNode = (NodeWithCost)closedNodes[index];
if (newNode.Cost < oldNode.Cost)
{
closedNodes .Remove (oldNode) ;
openNodes . Add (newNode) ;
}
}
else
openNodes . Add (newNode) ;

public override void Search()
{
while (openNodes.Count > 0)
{
PrintInfo();
NodeWithCost currNode = (NodeWithCost)openNodes[0];
if (currNode.State.GoalState)
{
GoalNodes.Add (currNode) ;
if (AllSolutions)
{
PrintLogEntry(Verbosity.Info, "Found a solution.");
openNodes .Remove (currNode) ;
closedNodes.Add (currNode) ;
continue;
}
else
break;
}
openNodes .Remove (currNode) ;
closedNodes.Add (currNode) ;
Expand (currNode) ;
openNodes . Sort (new AAlgComparer());
}
PrintInfo();
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113 }

114

115 public override string ToString()

116 {

117 return verbosity == Verbosity.None 7 "" :

118 "Searching using A algorithm.\n" + PropertiesText;

119 }

120

121 class AAlgComparer : IComparer<Node>

122 {

123 int IComparer<Node>.Compare (Node nl, Node n2)

124 {

125 return (((NodeWithCost)nl).Cost + nl.State.Heuristic).CompareTo
126 (((NodeWithCost)n2) .Cost + n2.State.Heuristic);
127 }

128 }

129 }

130 %

This is the implementation of the abstract base class of all graph search algorithms
(GraphSearchAlg) and one of the concrete algorithm classes (AAlgorithm). The ab-
stract GraphSearchAlg class contains the database in the form of two lists of nodes
(openNodes and closedNodes), which store the open nodes and closed nodes of the
search tree, respectively. Both of these lists are initialized with empty lists at this
point. There are also a couple of methods printing some information about the open
and closed nodes for debugging purposes, as well as an abstract Expand method, which
has to be overridden by the concrete algorithm classes.

A algorithm is one of the most popular search algorithms. It starts with adding the
start node to the list of open nodes in the constructor. Instead of Node, NodeWithCost
is used to store the nodes of the search tree because this algorithm also takes into
account the cost of reaching the current node from the start node when choosing the
open node to expand. The Search method consists again of a while loop that runs
until there are no more open nodes in our database, i.e., the entire state-space graph
has been discovered. We take the first node of the list of open nodes (with the lowest
value of the evaluation function among the open nodes), check whether it is a goal
node, and if so, add this node to the list of goal nodes. If only one solution is needed,
the algorithm stops, otherwise the current node is moved to the closed nodes (without
expansion), and the algorithm continues. In case the current node does not contain a
goal state, it is expanded and moved to the closed nodes.

Expansion in A algorithm works as follows: Each operator that is applicable to the
node is applied. If the newly created node contains a state that is already present in
the database, we have to check whether this state is now reached with less cost than
earlier. If so, the old node is replaced with the new one, even if the old node is a closed
node, in which case it is also moved to the list of open nodes to reexpand it later. After
expanding the current node, the new list of open nodes is sorted by the sum of their
cost and heuristic values. A private class implementing the IComparer interface is used
for this purpose.
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The classes of the omitted search algorithms contain only minor modifications
to those listed above. Branch-and-bound algorithm is very similar to backtracking,
whereas graph search algorithms are much like simplified versions of A algorithm.

The Main Program

Finally, let’s see how we could write a main program that calls one of these algorithms to
find a solution to a specific problem. Suppose that we already have the implementation
of the Towers of Hanoi problem at our disposal (see Section 3.3). A possible main
program may then look like the following;:

1  using System;

2  using SearchAlg;

3

4 class Program

5 A

6 static void Main()

7 {

8 SearchAlg.SearchAlg searchAlg =

9 new BacktrackSearch(new Hanoi.HanoiState(),
10 SearchProp.CycleCheckFlag | SearchProp.AllSolutionsFlag,
11 Verbosity.Debug, 10);

12 Console.WriteLine (searchAlg) ;

13 searchAlg.Search();

14 int num = 0;

15 foreach (Node solution in searchAlg.GoalNodes)
16 {

17 Console.WriteLine("\nSolution #{0}:", ++num);
18 searchAlg.PrintSolution(solution);

19 }

20 Console.WriteLine ("\nNumber of solutions: " +
21 searchAlg.GoalNodes.Count) ;

22 }

23}

As you can see, this sample main program will search for all solutions of the Towers
of Hanoi problem using backtracking with cycle check and a depth bound of 10 and
printing all debug information to the screen. After instantiating the BacktrackSearch
class, the search properties are printed, and then the Search method is called, which
will generate the solutions in the GoalNodes list. Finally, the solutions are printed one
by one using a foreach loop, together with the number of solutions found.

3.2.2 The First F# Implementation

The aim of first F# version of these algorithms I present here was to be as close to
the C# version as possible, considering the peculiarities of the F# language. This
version uses almost the same class hierarchy as discussed above, with a number of
imperative language constructs and mutable data structures. However, no mutable
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variables or fields were required for this implementation. The most notable difference
is the lack of jump statements (such as break or continue), which had to be replaced
with tail-recursive function calls. Let’s now examine the code in details.

State and Operator are two classes that are common to all three implementations.
Here is the code which defines these classes:

1 namespace StateSpace

2

3  open System.Collections.Generic

4

5 type [<AbstractClass>] State() =

[ static let operators = HashSet<Operator>()
7 static member Operators = operators

8 abstract GoalState : bool

9 abstract PreCondition : Operator -> bool
10 abstract Apply : Operator -> State

11 abstract Heuristic : double

12 default this.Heuristic = 0.0

13

14  and [<AbstractClass>] Operator() =

15 abstract Cost : State -> double

16 default this.Cost(_) = 1.0

17

18  exception InvalidOperator

As T wanted to avoid mutable fields, an initial value had to be assigned to all
nonabstract fields and properties. That is why operators is initialized with an empty
HashSet already in the abstract State class (instead of the concrete class of a specific
problem). Although this seems to be a restriction, no part of the code depends on the
exact type of this collection.

namespace SearchAlg

1

2

3 open System

4  open System.Collections.Generic
5 open StateSpace
6

7

8

type Node =
val private state : State

9 val private parent : Node option
10 val private oper : Operator option
11 val private depth : int
12
13 member internal this.State = this.state
14 member internal this.Parent = this.parent
15 member internal this.Oper = this.oper
16 member internal this.Depth = this.depth
17

18 new(initState : State) =
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{ state = initState; parent = None; oper = None; depth = 0 }

new(parent : Node, oper : Operator) =
{ state = parent.state.Apply(oper)
parent = Some parent
oper = Some oper
depth = parent.depth + 1 }

override this.Equals(other) =
match other with
| :? Node as otherNode ->
this.state.Equals(otherNode.state)
| - >

false

override this.GetHashCode() =
hash this.state

override this.ToString() =
let s =
sprintf "%s%0 (depth=}d"
(if this.oper = None then else
this.oper.Value.ToString() + " => ")
this.state this.depth
let heurProp = this.state.GetType() .GetProperty("Heuristic")
if heurProp.DeclaringType = heurProp.ReflectedType then
s + sprintf ", heuristic=)g)" this.state.Heuristic

else
s + ||)||

type NodeWithCost =
inherit Node

val private cost : double
member this.Cost = this.cost

new(initState : State) =
{ inherit Node(initState); cost = 0.0 }

new(parent : NodeWithCost, oper : Operator) =
{ inherit Node(parent, oper);
cost = parent.cost + oper.Cost(parent.State) }

override this.ToString()
base.ToString() + ", cost=" + this.cost.ToString()

The implementation of the two Node classes is almost the same as in the C## version.

The only difference is that the Parent property is of type Node option and the Oper
property is of type Operator option. I used F#’s option type to simulate C#’s
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reference type. It is needed here because both properties may or may not have an
object value; namely, the start node does not have a parent, and there is no operator
used to reach it. As the null value cannot be assigned to Parent and Oper in F+#,
None is used instead.

Another interesting thing to note here is that there is no BacktrackNode or Back-
trackNodeWithCost class. It is because of the different operation of the backtracking
algorithm—I will cover it later in more detail.

1  namespace SearchAlg

2

3  open System

4  open System.Collections.Generic

5

6 [<Flags>]

7  type SearchProp =

8 | None = 0b00000000

9 | AllSolutionsFlag = 0b00000001

10 | SolutionIsStateFlag = 0b00000010

11 | CycleCheckFlag = 0b00000100

12

13 type Verbosity =

14 | None =0

15 | Info =1

16 | Debug = 2

17

18 [<AbstractClass>]

19  type SearchAlg(?properties, 7verbosity) =

20 let properties = defaultArg properties SearchProp.None
21 let verbosity = defaultArg verbosity Verbosity.Info
22 let allSolutions =

23 properties &&& SearchProp.AllSolutionsFlag <> SearchProp.None
24 let solutionIsState =

25 properties &&& SearchProp.SolutionIsStateFlag <> SearchProp.None
26 let goalNodes = List<Node>()

27

28 member this.AllSolutions = allSolutions

29 member this.SolutionIsState = solutionIsState

30 member this.GoalNodes = goalNodes

31

32 abstract PropertiesText : string

33 default this.PropertiesText =

34 (if allSolutions then

35 "Searching for all solutions.\n"

36 else

37 "Searching for the first solution.\n") +
38 (if solutionIsState then

39 "The goal state"

40 else

41 "The operator sequence leading to the goal state") +
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42 " is considered to be the solution.\n" +

43 "Verbosity level: " + verbosity.ToString() + "\n"
44

45 member this.PrintLogEntry(minLevel, entry) =

46 if verbosity >= minLevel then

47 printfn "¥s" entry

48

49 member this.PrintSolution(node : Node option) =
50 if solutionIsState then

51 try

52 printfn "0" node.Value.State

53 with

54 :? NullReferenceException ->

55 printfn "Null as a solution???"
56 elif node.IsSome then

o7 this.PrintSolution(node.Value.Parent)
58 printfn "%0" node.Value

59

60 abstract Search : unit -> unit

There is only one minor difference here from the C# version: in the PrintSolution
method, the node parameter is of type Node option instead of just Node. The reason
for this is the same as for Parent being of type Node option.

1 namespace SearchAlg

2

3  open System.Collections.Generic

4  open StateSpace

5

6  exception InvalidBound

7

8  type BacktrackSearch(initState, ?properties, 7verbosity, 7depthBound) =
9 inherit SearchAlg(defaultArg properties SearchProp.None,
10 defaultArg verbosity Verbosity.Info)
11

12 let properties = defaultArg properties SearchProp.None
13 let verbosity = defaultArg verbosity Verbosity.Info

14 let depthBound = defaultArg depthBound 0

15 let cycleCheck =

16 properties &&& SearchProp.CycleCheckFlag <> SearchProp.None
17 let currPath = Stack<Node>()

18

19 do
20 if depthBound < O then
21 raise InvalidBound
22 currPath.Push(Node (initState))
23
24 override this.PropertiesText =

25 base.PropertiesText +
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26 (if cycleCheck then
27 "Cycle check is on.\n"
28 else
29 "Cycle check is off.\n") +
30 (if depthBound > O then
31 "Depth bound: " + depthBound.ToString() + "\n"
32 else
33 "Depth bound check is off.\n")
34
35 override this.Search() =
36 let currNode = currPath.Peek()
37 let depthText =
38 if depthBound > O then
39 sprintf " (depth=/d)" currNode.Depth
40 else
41 nn
42 if currNode.State.GoalState then
43 this.PrintLogEntry(Verbosity.Debug,
44 sprintf "Current state: %0%s" currNode.State depthText)
45 if not (this.SolutionIsState &&
46 this.GoalNodes.Contains (currNode)) then
47 this.GoalNodes.Add (currNode)
48 if this.AllSolutions then
49 this.PrintLogEntry(Verbosity.Info,
50 "Found a solution, backtracking.")
51 currPath.Pop() |> ignore
52 elif depthBound > O && currNode.Depth = depthBound then
53 this.PrintLogEntry(Verbosity.Debug,
54 sprintf "Current state: %0)s" currNode.State depthText)
85 this.PrintLogEntry (Verbosity.Info,
56 "Reached depth bound, backtracking.")
57 currPath.Pop() [|> ignore
58 else
59 State.Operators
60 |> Seq.filter (fun op -> currNode.State.PreCondition(op))
61 |> Seq.takeWhile (fun _ ->
62 this.Al1lSolutions || this.GoalNodes.Count = 0)
63 |> Seq.iter (fun op ->
64 this.PrintLogEntry(Verbosity.Debug,
65 sprintf "Current state: %0%s"
66 currNode.State depthText)
67 this.PrintLogEntry(Verbosity.Debug,
68 sprintf "Applying operator: %0" op)
69 let newNode = Node(currNode, op )
70 this.PrintLogEntry(Verbosity.Debug,
71 sprintf "New state: 0" newNode.State)
72 if cycleCheck && currPath.Contains(newNode) then
73 this.PrintLogEntry(Verbosity.Info,
74 "Found a cycle.")
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75 else

76 currPath.Push(newNode)

7 this.Search())

78 if this.AllSolutions || this.GoalNodes.Count = O then
79 this.PrintLogEntry(Verbosity.Debug,

80 sprintf "Current state: %0%s"

81 currNode.State depthText)

82 this.PrintLogEntry(Verbosity.Info,

83 "No more applicable operators, backtracking.")
84 currPath.Pop() |> ignore

85

86 override this.ToString() =

87 if verbosity = Verbosity.None then

88 "

89 else

90 "Searching using backtracking.\n" + this.PropertiesText

The implementation of the backtracking algorithm has the biggest difference from
that of the C# version. It would have made no sense to simulate the while loop with
tail-recursive function calls as backtracking is recursive by itself, even if its pseudocode
is iterative. When I first created the “simulated” version, I saw that it contained a lot of
unnecessary overhead. First, each continue statement in the Search method had to be
replaced with a recursive call, which is not required in the presented version. Second,
we can get rid of the OperatorsToTry property of the BacktrackNode class because
we apply each applicable operator one after the other inside the lambda function of
the Seq.iter function in line 63. This way, there is no need to store the operators
not tried yet, and since the OperatorsToTry property is the only difference between
the Node and BacktrackNode classes, we can also get rid of the BacktrackNode class
itself.

Let’s see how the Search method works in this implementation. The first couple of
steps are the same as in the C# version. We take the top element in the stack of the
current path, check whether it contains a goal state, and if so, add it to the list of the
goal nodes. If we are searching for all solutions, we pop this element from the stack,
and simply return from the Search method to its previous instance in the call stack to
line 77, where the next operator will be tried by the Seq.iter function. The same will
happen if depth bound is reached. In all other cases, we take all operators relevant to
the problem (line 59) and filter out those that are not applicable to the current state
(line 60). If there are no applicable operators, this gives us an empty sequence, and
the control will jump to line 78. Otherwise, we have to check if a solution has already
been found and only one solution is required. If this condition is true, then again we
can “jump” to line 78.

Then we iterate through all applicable operators using the Seq.iter function (line
63), whose argument lambda function applies the operator (line 69), checks if the new
state occurs already in the current path (line 72), and if not, pushes the new node onto
the current path (line 76) and calls the Search method recursively (line 77). After
the control returns back here, the next operator in the sequence is processed. When
all operators have been tried, then again a backtracking operation is performed by
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popping the current node from the current path and returning to the caller. If there
are no more instances of the Search method in the call stack, the search is finished.
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namespace SearchAlg

open System.Collections.Generic
open StateSpace

[<AbstractClass>]
type GraphSearchAlg(?properties, ?verbosity) =

inherit SearchAlg(defaultArg properties SearchProp.None,
defaultArg verbosity Verbosity.Info)

let verbosity = defaultArg verbosity Verbosity.Info
let openNodes = List<Node>()
let closedNodes = List<Node>()

member this.OpenNodes = openNodes
member this.ClosedNodes = closedNodes

member this.PrintInfo() =
let printNodesCount () =
printfn "Open nodes: %d, closed nodes: %d."
this.OpenNodes.Count this.ClosedNodes.Count

let printDatabase () =
printfn "Open nodes:"
for node in openNodes do
printfn "%0" node
printfn "Closed nodes:
for node in closedNodes do
printfn "%0" node
printfn ""

if verbosity = Verbosity.Info then
printNodesCount ()

elif verbosity = Verbosity.Debug then
printDatabase ()

abstract Expand : Node -> unit

type AAlgorithm(initState, ?properties, 7verbosity) as this
inherit GraphSearchAlg(defaultArg properties SearchProp.None,
defaultArg verbosity Verbosity.Info)

let verbosity = defaultArg verbosity Verbosity.Info

do this.OpenNodes.Add(NodeWithCost (initState))
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override this.Expand(node) =
State.Operators
|> Seq.filter (fun op -> node.State.PreCondition(op))
|> Seq.iter (fun op ->
let newNode = NodeWithCost(node :7> NodeWithCost, op)
let index = this.0OpenNodes.Index0f (newNode)
if index <> -1 then
let oldNode = this.OpenNodes.[index] :7> NodeWithCost
if newNode.Cost < oldNode.Cost then
this.0OpenNodes.Remove (oldNode) |> ignore
this.0OpenNodes.Add (newNode)
else
let index = this.ClosedNodes.Index0f (newNode)
if index <> -1 then
let oldNode =
this.ClosedNodes. [index] :7> NodeWithCost
if newNode.Cost < oldNode.Cost then
this.ClosedNodes.Remove (oldNode) |> ignore
this.OpenNodes.Add (newNode)
else
this.OpenNodes.Add (newNode))

override this.Search() =
this.PrintInfo()
if this.OpenNodes.Count > O then
let currNode = this.OpenNodes. [0]
if currNode.State.GoalState then
this.GoalNodes.Add (currNode)
if this.AllSolutions then
this.PrintLogEntry (Verbosity.Info,

"Found a solution.")
this.OpenNodes.Remove (currNode) |> ignore
this.ClosedNodes.Add (currNode)
this.Search()

else
this.0OpenNodes.Remove (currNode) |> ignore
this.ClosedNodes.Add (currNode)
this.Expand(currNode)
this.OpenNodes.Sort ({ new IComparer<Node> with
member this.Compare(nl, n2) =

let f1 = (nl :7> NodeWithCost).Cost +

nl.State.Heuristic

let £f2 = (n2 :7> NodeWithCost).Cost +

n2.State.Heuristic
f1.CompareTo(£2) })
this.Search()

override this.ToString() =
if verbosity = Verbosity.None then
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96 nn
97 else
98 "Searching using A algorithm.\n" + this.PropertiesText

The implementation of these classes differs from that of the C+# version in the
Expand and Search methods of the concrete algorithm class. First, instead of the
foreach loop, the Expand method uses the Seq.iter higher-order function to apply
all applicable operators to the argument node. Second, the Search method uses two
tail-recursive calls to simulate the while loop. Moreover, to sort the list of open nodes,
the IComparer object is created using an object expression, instead of instantiating a
private class.

The Main Program

To achieve the same result as in the C# implementation, we can write the following
main program (as a function):

1  open SearchAlg

2

3 let main () =

4 let searchAlg =

5 BacktrackSearch(Hanoi.HanoiState(),

6 SearchProp.CycleCheckFlag ||| SearchProp.AllSolutionsFlag,
7 Verbosity.Debug, 10)

8 printfn "0" searchAlg

9 searchAlg.Search()

10 searchAlg.GoalNodes

11 |> Seq.iteri (fun i solution ->

12 printfn "\nSolution #%d:" (i + 1)

13 searchAlg.PrintSolution(Some solution))

14 printfn "\nNumber of solutions: %d" searchAlg.GoalNodes.Count

Apart from the syntax, this main program is just like that of the C# version. The
difference is the same here as in the Search method: the solutions are printed using
the iteri function from the Seq module, instead of a foreach loop.

3.2.3 The Second F# Implementation

After creating the first F# implementation of the search algorithms, we can realize that
it is actually not a functional code, even though it contains some functional elements,
such as using sequences and higher-order functions from the Seq module to simulate
foreach loops. The first version can be used as a starting point for students who
are not familiar with functional programming but are familiar with object-oriented
programming.

So, the obvious next step is to find a way to make the code more functional. One
possibility for this is to get rid of classes which do not hold data (or do not hold much
data) but are used only to provide some functionality, and to replace such classes with
functions that return an object implementing the abstract methods (or overriding the
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concrete methods) of a “base class” or interface. In our case, such classes are those
representing the specific search algorithms, such as BacktrackSearch or AAlgorithm.
We can, for example, substitute BacktrackSearch with a function which takes the
same parameters as the constructor of the BacktrackSearch class, creates a SearchAlg
object using an object expression, and returns this object:

1  module Backtrack

2

3  open System.Collections.Generic

4  open StateSpace

5 open SearchAlg

6

7  exception InvalidBound

8

9 let backtrackSearch initState properties verbosity depthBound =
10 let properties = defaultArg properties SearchProp.None
11 let verbosity = defaultArg verbosity Verbosity.Info

12 let depthBound = defaultArg depthBound O

13 if depthBound < O then

14 raise InvalidBound

15 let cycleCheck =

16 properties &&& SearchProp.CycleCheckFlag <> SearchProp.None
17 let currPath = Stack<Node>()

18 let backtrack =

19 { new SearchAlg(properties, verbosity) with

20 override this.PropertiesText =

21 base.PropertiesText +

22 (if cycleCheck then

23 "Cycle check is on.\n"

24 else

25 "Cycle check is off.\n") +

26 (if depthBound > O then

27 "Depth bound: " + depthBound.ToString() + "\n"
28 else

29 "Depth bound check is off.\n")

30

31 override this.Search() =

32 let currNode = currPath.Peek()

33 let depthText =

34 if depthBound > O then

35 sprintf " (depth=Yd)" currNode.Depth
36 else

37 e

38 if currNode.State.GoalState then

39 this.PrintLogEntry(Verbosity.Debug,

40 sprintf "Current state: %0%s"

41 currNode.State depthText)

42 if not (this.SolutionIsState &&

43 this.GoalNodes.Contains (currNode)) then
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44 this.GoalNodes.Add (currNode)
45 if this.AllSolutions then
46 this.PrintLogEntry(Verbosity.Info,
47 "Found a solution, backtracking.")
48 currPath.Pop() |> ignore
49 elif depthBound > O && currNode.Depth = depthBound then
50 this.PrintLogEntry(Verbosity.Debug,
51 sprintf "Current state: %0%s"
52 currNode.State depthText)
53 this.PrintLogEntry (Verbosity.Info,
54 "Reached depth bound, backtracking.")
55 currPath.Pop() [|> ignore
56 else
57 State.Operators
58 |> Seq.filter (fun op ->
59 currNode.State.PreCondition(op))
60 |> Seq.takeWhile (fun _ ->
61 this.Al1Solutions ||
62 this.GoalNodes.Count = 0)
63 |> Seq.iter (fun op ->
64 this.PrintLogEntry(Verbosity.Debug,
65 sprintf "Current state: %0}s"
66 currNode.State depthText)
67 this.PrintLogEntry(Verbosity.Debug,
68 sprintf "Applying operator: %0" op)
69 let newNode = Node(currNode, op )
70 this.PrintLogEntry(Verbosity.Debug,
71 sprintf "New state: %0" newNode.State)
72 if cycleCheck &&
73 currPath.Contains (newNode) then
74 this.PrintLogEntry (Verbosity.Info,
75 "Found a cycle.")
76 else
7 currPath.Push(newNode)
78 this.Search())
79 if this.AllSolutiomns ||
80 this.GoalNodes.Count = 0 then
81 this.PrintLogEntry(Verbosity.Debug,
82 sprintf "Current state: %0%s"
83 currNode.State depthText)
84 this.PrintLogEntry(Verbosity.Info,
85 "No more applicable operators, backtracking.")
86 currPath.Pop() |> ignore
87
88 override this.ToString() =
89 if verbosity = Verbosity.None then
90 "
91 else
92 "Searching using backtracking.\n" +
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93
94
95

this.PropertiesText }
currPath.Push(Node (initState))
backtrack

Similarly, we can create functions for the graph search algorithms, but they will

have GraphSearchAlg serving as the “base class” in the object expression:
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module GraphSearchAlg

open System.Collections.Generic
open StateSpace
open SearchAlg

let aAlgorithm initState properties verbosity =
let properties = defaultArg properties SearchProp.None
let verbosity = defaultArg verbosity Verbosity.Info
let aAlg =
{ new GraphSearchAlg(properties, verbosity) with
override this.Expand(node) =
State.Operators
|> Seq.filter (fun op -> node.State.PreCondition(op))
|> Seq.iter (fun op ->
let newNode =
NodeWithCost (node :7> NodeWithCost, op)
let index = this.OpenNodes.Index0f (newNode)
if index <> -1 then
let oldNode =
this.OpenNodes. [index] :7> NodeWithCost
if newNode.Cost < oldNode.Cost then
this.OpenNodes.Remove (oldNode) |> ignore
this.0OpenNodes.Add (newNode)
else
let index = this.ClosedNodes.Index0f (newNode)
if index <> -1 then
let oldNode =
this.ClosedNodes. [index]
:?> NodeWithCost
if newNode.Cost < oldNode.Cost then
this.ClosedNodes.Remove (o1ldNode)
|> ignore
this.OpenNodes.Add (newNode)
else
this.OpenNodes.Add (newNode))

override this.Search() =
this.PrintInfo()
if this.OpenNodes.Count > O then
let currNode = this.OpenNodes. [0]
if currNode.State.GoalState then
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43 this.GoalNodes.Add (currNode)

44 if this.AllSolutions then

45 this.PrintLogEntry(Verbosity.Info,

46 "Found a solution.")

47 this.OpenNodes.Remove (currNode) |> ignore
48 this.ClosedNodes.Add(currNode)

49 this.Search()

50 else

51 this.OpenNodes.Remove (currNode) |> ignore

52 this.ClosedNodes.Add(currNode)

53 this.Expand (currNode)

54 this.0OpenNodes.Sort ({ new IComparer<Node> with
95 member this.Compare(nl, n2) =

56 let f1 = (n1 :7> NodeWithCost).Cost +
57 nl.State.Heuristic

58 let £2 = (n2 :7> NodeWithCost).Cost +
59 n2.State.Heuristic

60 f1.CompareTo(£2) })

61 this.Search()

62

63 override this.ToString() =

64 if verbosity = Verbosity.None then

65 "

66 else

67 "Searching using A algorithm.\n" +

68 this.PropertiesText }

69 allg.OpenNodes.Add(NodeWithCost (initState))

70 allg

To summarize: the only difference from the first version is that we did not create
separate classes for all search algorithms, only the two abstract classes (SearchAlg
and GraphSearchAlg) remained. Instead, we used functions for creating the objects
representing each of the search algorithms. Although this code has the same number
of lines as the first implementation, using functions and object expressions instead of
classes seems to be a good first step in the process of making our code more functional.

The Main Program

The main program in this implementation becomes the following:

open SearchAlg
open Backtrack

1

2

3

4 let main () =

5 let searchAlg =
6 backtrackSearch (Hanoi.HanoiState())

7 (Some (SearchProp.CycleCheckFlag |||
8 SearchProp.AllSolutionsFlag))
9 (Some Verbosity.Debug) (Some 10)
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10 printfn "%0" searchAlg

11 searchAlg.Search()

12 searchAlg.GoalNodes

13 |> Seq.iteri (fun i solution ->

14 printfn "\nSolution #)d:" (i + 1)

15 searchAlg.PrintSolution(Some solution))

16 printfn "\nNumber of solutions: %d" searchAlg.GoalNodes.Count

As you can see, the only difference is that we now have to call the backtrackSearch
function to get the object that executes the backtracking algorithm with the same
properties as earlier. The first argument of the function is the same as before, but
the other three arguments are now of option type so that we can use None to work
with the default values. It was not necessary in the first version because methods may
have optional arguments whose names begin with a question mark (?), and the type of
such arguments are automatically converted to option type by the F# compiler. If an
optional argument is omitted by the caller, the value of the corresponding parameter
will be None. F# functions, however, may not have optional arguments, so we need to
use option types explicitly.

3.2.4 The Third F# Implementation

Apart from the way of creating the objects representing the different search algorithms,
the second implementation does not differ from the first one. We can make our code
really functional by placing the functionality of all abstract and concrete algorithm
classes into one search function, which takes the following parameters:

e the initial state of a specific problem (initState)
e search properties (properties)
e verbosity level (verbosity)

e the algorithm to be used for searching along with further properties specific to that
algorithm (algorithm)

So, instead of creating different functions for the different search algorithms, we will
create only one function that takes care of everything and returns the list of the goal
nodes. For the algorithm parameter, we need a discriminated union covering the
possible algorithm types and their special properties:

type AlgorithmType =
| Backtrack of int option
| BranchAndBound of double option
| BreadthFirstSearch
| DepthFirstSearch
| Dijkstra
| BestFirstSearch
|

1
2
3
4
5
6
7
8 AAlgorithm
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Besides the properties handled with flags (i.e., one bit in the properties parameter:
Al1lSolutionsFlag, SolutionIsStateFlag, and CycleCheckFlag), backtracking may
have a depth bound parameter, whereas branch-and-bound search may have an initial
cost bound parameter. None of the other algorithms require special properties.

Inside the search function, local values are used instead of properties like A11So-
lutions or GoalNodes, and local helper functions will play the role of the ToString
or PrintLogEntry methods. Local functions will also be used to simulate inheritance,
for example, backtrack and graphSearchAlg will be local functions of search.

I will now use a top-down approach to introduce the search function. Let’s have a
look at the outermost level first:

1 let search initState properties verbosity algorithm =

2 let properties = defaultArg properties SearchProp.None

3 let verbosity = defaultArg verbosity Verbosity.Info

4 let allSolutions =

) properties &&& SearchProp.AllSolutionsFlag <> SearchProp.None

(§ let solutionIsState =

7 properties &&& SearchProp.SolutionIsStateFlag <> SearchProp.None
8 let cycleCheck =

9 properties &&& SearchProp.CycleCheckFlag <> SearchProp.None
10 let goalNodes = List<Node>()

11

12 let printSearchInfo () =

13 let printCommonProperties () =

14 if allSolutions then

15 printfn "Searching for all solutions."

16 else

17 printfn "Searching for the first solutiomn."

18 if solutionIsState then

19 printf "The goal state"

20 else

21 printf "The operator sequence leading to the goal state"
22 printfn " is considered to be the solution."

23 printfn "Verbosity level: 0" verbosity

24

25 match algorithm with

26 | Backtrack depthBound ->

27 printfn "Searching using backtracking."

28 if verbosity <> Verbosity.None then

29 printCommonProperties ()

30 if cycleCheck then

31 printfn "Cycle check is on."

32 else

33 printfn "Cycle check is off."

34 if depthBound.IsSome then

35 printfn "Depth bound: %d" depthBound.Value
36 else

37 printfn "Depth bound check is off."

38 | BranchAndBound initBound ->
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39 printfn "Searching using branch-and-bound algorithm."
40 if verbosity <> Verbosity.None then

41 printCommonProperties ()

42 if cycleCheck then

43 printfn "Cycle check is on."

44 else

45 printfn "Cycle check is off."

46 if initBound.IsSome then

47 printfn "Initial cost bound: %g" initBound.Value
48 else

49 printfn "No initial cost bound."

50 | BreadthFirstSearch ->

51 printfn "Searching using breadth-first search."
52 if verbosity <> Verbosity.None then

53 printCommonProperties ()

54 | DepthFirstSearch ->

55 printfn "Searching using depth-first search."
56 if verbosity <> Verbosity.None then

o7 printCommonProperties ()

58 | Dijkstra ->

59 printfn "Searching using Dijktra’s algorithm."
60 if verbosity <> Verbosity.None then

61 printCommonProperties ()

62 | BestFirstSearch ->

63 printfn "Searching using best-first search."
64 if verbosity <> Verbosity.None then

65 printCommonProperties ()

66 | AAlgorithm ->

67 printfn "Searching using A algorithm."

68 if verbosity <> Verbosity.None then

69 printCommonProperties ()

70 printfn "

71

72 let printLogEntry minLevel entry =

73 if verbosity >= minLevel then

74 printfn "s" entry

75

76 let backtrack depthBound =

136 let branchAndBound initBound =

196 let graphSearchAlg () =
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335 printSearchInfo ()

336 match algorithm with

337 | Backtrack depthBound -> backtrack depthBound

338 | BranchAndBound initBound -> branchAndBound initBound
339 | _ -> graphSearchAlg ()

At the beginning of the function, values common to all search algorithms are defined,
which were properties of SearchAlg or one of its subclasses. goalNodes is initialized
again with an empty list of nodes. Then comes the local function printSearch-
Info, which is a substitute for the former ToString methods. It uses the algorithm
parameter to decide what information is to be printed to the screen. printLogEntry
is another local function that was a method in the SearchAlg class. One method
is missing though: PrintSolution. It will also become a function but not a local
function, because it will be called outside the search function (see later).

Before the actual body of the function, three more local functions are defined: one
for backtracking (backtrack), one for branch-and-bound search (branchAndBound),
and one for the graph search algorithms (graphSearchAlg). Finally, the actual work
is done in a couple of lines: after printing all the search information, we call one of the
local functions depending on the value of the algorithm parameter, and the return
value of these functions will also become the return value of the search function.

Let’s continue with the backtrack function:

76  let backtrack depthBound =

7 let depthBound = defaultArg depthBound 0O

78 if depthBound < O then

79 raise InvalidBound

80 let currPath = Stack<Node>()

81 currPath.Push(Node (initState))

82

83 let rec doWork () =

84 let currNode = currPath.Peek()

85 let depthText =

86 if depthBound > O then

87 sprintf " (depth=/d)" currNode.Depth
88 else

89 nn

90 if currNode.State.GoalState then

91 printLogEntry Verbosity.Debug

92 (sprintf "Current state: J%0%s" currNode.State depthText)
93 if not (solutionIsState &&

94 goalNodes.Contains (currNode)) then
95 goallodes . Add (currNode)

96 if allSolutions then

97 printLogEntry Verbosity.Info

98 "Found a solution, backtracking."
99 currPath.Pop() |> ignore

100 elif depthBound > O && currNode.Depth = depthBound then

101 printLogEntry Verbosity.Debug
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102 (sprintf "Current state: J%0%s" currNode.State depthText)
103 printLogEntry Verbosity.Info

104 "Reached depth bound, backtracking."

105 currPath.Pop() |> ignore

106 else

107 State.Operators

108 |> Seq.filter (fun op -> currNode.State.PreCondition(op))
109 |> Seq.takeWhile (fun _ ->

110 allSolutions || goalNodes.Count = 0)

111 |> Seq.iter (fun op ->

112 printLogEntry Verbosity.Debug

113 (sprintf "Current state: J0%s"

114 currNode.State depthText)

115 printLogEntry Verbosity.Debug

116 (sprintf "Applying operator: %0" op)

117 let newNode = Node(currNode, op)

118 printLogEntry Verbosity.Debug

119 (sprintf "New state: /0" newNode.State)

120 if cycleCheck && currPath.Contains(newNode) then
121 printLogEntry Verbosity.Info "Found a cycle."
122 else

123 currPath.Push(newNode)

124 doWork ())

125 if allSolutions || goalNodes.Count = O then

126 printLogEntry Verbosity.Debug

127 (sprintf "Current state: %0%s"

128 currNode.State depthText)

129 printLogEntry Verbosity.Info

130 "No more applicable operators, backtracking."
131 currPath.Pop() |> ignore

132

133 doWork ()

134 goalNodes

A new recursive function (doWork) has been introduced to do the work of the former
Search method. After checking the value of the depthBound parameter and initializing
the current path with the start node, we just have to call the doWork function and return
the list of the goal nodes.

The branchAndBound function is very similar, but graphSearchAlg is a little more
complicated, so let’s see how it works:

196  let graphSearchAlg () =

197 let openNodes = List<Node>()

198 let closedNodes = List<Node>()

199

200 let printInfo () =

201 let printNodesCount () =

202 printfn "Open nodes: %d, closed nodes: %d."

203 openlNodes.Count closedNodes.Count
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204
205
206
207
208
209
210
211
212
213
214
215
216
217
218
219

296
297
298
299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
314
315
316
317
318
319
320
321
322
323
324
325

let

let

let

let

let

let

let

let printDatabase () =
printfn "Open nodes:"
for node in openNodes do
printfn "%0" node
printfn "Closed nodes:
for node in closedNodes do
printfn "%0" node
printfn ""

if verbosity = Verbosity.Info then
printNodesCount ()

elif verbosity = Verbosity.Debug then
printDatabase ()

rec graphSearch sortOpenNodes =

breadthFirstSearch () =
openNodes.Add (Node (initState))
fun () -> O

depthFirstSearch = breadthFirstSearch

dijkstra () =
openlNodes .Add (NodeWithCost (initState))
fun () -> openNodes.Sort({ new IComparer<Node> with
member this.Compare(nl, n2) =
(n1 :7> NodeWithCost).Cost.CompareTo (
(n2 :7> NodeWithCost).Cost) })

bestFirstSearch () =
openNodes .Add (Node (initState))
fun () -> openNodes.Sort({ new IComparer<Node> with
member this.Compare(nl, n2) =
nl.State.Heuristic.CompareTo(n2.State.Heuristic) })

aAlgorithm () =
openlNodes . Add (NodeWithCost (initState))
fun () -> openNodes.Sort({ new IComparer<Node> with
member this.Compare(nl, n2) =
let f1 = (nl :7> NodeWithCost).Cost + nl.State.Heuristic
let f2 = (n2 :7> NodeWithCost).Cost + n2.State.Heuristic
f1.CompareTo(£2) })

sortOpenNodes =
match algorithm with
| BreadthFirstSearch -> breadthFirstSearch ()
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326 | DepthFirstSearch  -> depthFirstSearch ()
327 | Dijkstra -> dijkstra ()

328 | BestFirstSearch -> bestFirstSearch ()
329 | AAlgorithm -> aAlgorithm ()

330 I _ ->

331 failwith "Invalid graph search algorithm"
332 graphSearch sortOpenNodes

333 goalNodes

openNodes, closedNodes, and printInfo are the respective counterparts of the
two properties and the method with similar names in the GraphSearchAlg class.

The most interesting part of the code follows. It is easy to see that all graph
search algorithms have almost a common control flow with only three major differences
between them (there is one more minor difference between Dijkstra’s algorithm and
the other algorithms, see later):

e the type of nodes in the database (Node versus NodeWithCost),
e the operation of expansion, and
e the sort criteria when sorting the list of open nodes after an expansion.

Because of this, it seemed reasonable to write only one recursive function (graph-
Search) for all graph search algorithms that calls two other functions for expanding a
node and for sorting the open nodes after it. For this to work, we need as many func-
tions for expanding and sorting as many graph search algorithms we want to support.
We can use two different approaches to select the appropriate function:

1. We can write these functions outside graphSearch and pass the appropriate one as
an argument to it (in which case graphSearch becomes a higher-order function).

2. The other alternative is to place these functions inside graphSearch as local func-
tions and select the appropriate one before calling it.

In this code, I chose the first alternative for sorting, and the second for expansion—just
for the sake of variety.

The sortOpenNodes parameter of graphSearch is the function that will be called
after each expansion. Before calling graphSearch, we have to assign a correct value to
this parameter. This is achieved in lines 323-331, where the value of sortOpenNodes
is set using a match expression. For each possible value of the algorithm parameter,
a function is called, which does two things:

e initializes the list of open nodes with the start node of the appropriate type, and

e returns a lambda function which does the sorting the usual way, i.e., using an
IComparer object, or in case of breadth-first search and depth-first search, it is an
empty function.
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Now, graphSearch can be called with the returned lambda function as an argument,
and then we can return the list of the goal nodes.

And finally, here is the last part of the search function containing the “common
graph search algorithm™

219 let rec graphSearch sortOpenNodes =

220 let expand (node : Node) =

221 let processNodeBFS op =

222 let newNode = Node(node, op)

223 if not (openNodes.Contains(newNode) ||

224 closedNodes.Contains (newNode)) then

225 openNodes . Add (newNode)

226

227 let processNodeDFS op =

228 let newNode = Node(node, op)

229 if not (openNodes.Contains(newNode) ||

230 closedNodes.Contains (newNode)) then

231 openNodes.Insert (0, newNode)

232

233 let processNodeDijkstra op =

234 let newNode = NodeWithCost(node :7> NodeWithCost, op)
235 let index = openNodes.Index0f (newNode)

236 if index <> -1 then

237 let oldNode = openNodes.[index] :7> NodeWithCost
238 if newNode.Cost < oldNode.Cost then

239 openNodes .Remove (01dNode) |> ignore

240 openNodes . Add (newNode)

241 elif not (closedNodes.Contains(newNode)) then

242 openNodes . Add (newNode)

243

244 let processNodeAAlg op =

245 let newNode = NodeWithCost(node :7> NodeWithCost, op)
246 let index = openNodes.Index0f (newNode)

247 if index <> -1 then

248 let oldNode = openNodes. [index] :7> NodeWithCost
249 if newNode.Cost < oldNode.Cost then

250 openNodes .Remove (o1dNode) |> ignore

251 openNodes . Add (newNode)

252 else

253 let index = closedNodes.Index0f (newNode)

254 if index <> -1 then

255 let oldNode = closedNodes. [index] :7> NodeWithCost
256 if newNode.Cost < oldNode.Cost then

257 closedNodes.Remove (01dNode) |> ignore
258 openNodes . Add (newNode)

259 else

260 openNodes . Add (newNode)

261

262 let processNode =
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263 match algorithm with

264 | BreadthFirstSearch

265 | BestFirstSearch -> processNodeBFS

266 | DepthFirstSearch  -> processNodeDFS

267 | Dijkstra -> processNodeDijkstra
268 | AAlgorithm -> processNodeAAlg

269 I - ->

270 failwith "Invalid graph search algorithm"
271 State.Operators

272 |> Seq.filter (fun op -> node.State.PreCondition(op))
273 |> Seq.iter processNode

274

275 printInfo ()

276 if openNodes.Count > O then

277 let currNode = openNodes. [0]

278 if algorithm <> AlgorithmType.Dijkstra ||

279 not (goalNodes.Count > O &&

280 (currNode :7> NodeWithCost ).Cost >

281 (goalNodes. [0] :7> NodeWithCost).Cost) then
282 if currNode.State.GoalState then

283 goalNodes.Add (currNode)

284 if allSolutions then

285 printLogEntry Verbosity.Info "Found a solution."
286 openNodes .Remove (currNode) |> ignore

287 closedNodes.Add (currNode)

288 graphSearch sortOpenNodes

289 else

290 openNodes .Remove (currNode) |> ignore

291 closedNodes.Add (currNode)

292 expand currNode

293 sortOpenNodes ()

294 graphSearch sortOpenNodes

The graphSearch function begins with the definition of expand, which is an inner
function responsible for expansion. As you can see, there is only one expand function for
all graph search algorithms. This is because expansion itself works the same way in all
algorithms (lines 271-273 contain its code): we iterate through all operators applicable
to the current state and process the current node by applying each operator and doing
something else, which is algorithm-dependent. So, only this algorithm-dependent part
of the code needs to be separated from the expand function and placed in distinct
functions like processNodeDFS or processNodeAAlg. Then, the appropriate function
is selected again with a match expression in lines 262270, and the selected function is
given as an argument to the Seq.iter higher-order function (in line 273).

Lines 275-294 contain the actual body of the graphSearch function. Expansion
of the current node can be found in line 292, sorting the open nodes is in the next
line, both as function calls. The other parts of the code is the same in all graph search
algorithms, except for the condition in lines 278-281, which became a little complicated
because Dijkstra’s algorithm should stop if we already have a solution with a cost less
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than that of the current node.
There is only one missing function left: printSolution. Here it is:

let rec printSolution (node : Node option) solutionIsState =
if solutionIsState then
try
printfn "%0" node.Value.State
with
:? NullReferenceException -> printfn "Null as a solution???"
elif node.IsSome then
printSolution node.Value.Parent solutionIsState
printfn "%0" node.Value

© 00 3O Ui Wi

As printSolution is now an external function, it needs one more parameter besides
the goal node: solutionIsState. Otherwise, it works the same way as the previous
implementations.

The Main Program

For the third implementation of the search algorithms, we can use a similar main
program as earlier:

1  open SearchAlg

2

3 let main () =

4 let solutions = search (Hanoi.HanoiState())

5 (Some (SearchProp.CycleCheckFlag |||
6 SearchProp.AllSolutionsFlag))
7 (Some Verbosity.Debug)

8 (Backtrack (Some 10))

9 solutions

10 |> Seq.iteri (fun i solution ->

11 printfn "\nSolution #Jd:" (i + 1)

12 printSolution (Some solution) false)

13 printfn "\nNumber of solutions: %d" solutions.Count

The main function differs from the previous versions mainly in that now there is
no GoalNodes property, it is replaced with the return value of the search function.
The algorithm to be used for searching is given as the last argument to search, along
with its special properties (depth bound in our case). And finally, printSolution now
requires a second argument, which denotes whether the goal state itself or the operator
sequence leading to it is considered to be the solution.

3.2.5 Comparing the Four Implementations

My goal with creating the presented implementations of Al search algorithms was to
give students more approaches to understand the same pseudocode. Although T do not
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know if they can better acquire the operation of these algorithms by thinking function-
ally, giving more than just one implementation cannot be harmful. Now, I present a
partly subjective comparison of the four implementations from various aspects.

e Code metrics: Despite that we cannot use the same metrics in case of a functional
language as in case of imperative languages, I will use three metrics here that may
be relevant to both C# and F#: lines of code, number of classes, and number of
functions (including methods). Table 3.1 summarizes the values of these metrics in
the different implementations:

C# | F# ver. 1 | F# ver. 2 | F# ver. 3
Lines of code 842 537 536 417
Number of classes 15 13 6 4
Number of functions 49 43 43 34

Table 3.1. Some code metrics.

The lines of code metric denotes the number of lines in all source files, including
empty lines, but not including the source code of any specific problems. The num-
ber of classes includes all classes defined in the source code but does not include
exception classes, enumerations, and IComparer classes. The number of functions
includes all functions and nonabstract method implementations, including construc-
tors, but does not include lambda expressions.

As you can see, the third F# implementation is half the size of the C# imple-
mentation. Of course, this difference comes mainly from the compact syntax of
the F# language. The other reason for the F# implementations being shorter
is that they do not contain two classes from the C# code (BacktrackNode and
BacktrackNodeWithCost), which take 57 lines of code.

The decrease in the number of classes is a result of making the code more functional.
The first F# implementation has two classes less than the C# version because it
lacks the above-mentioned two classes. In the second version, the seven concrete
algorithm classes are replaced with seven functions. In the third version, the two
abstract classes SearchAlg and GraphSearchAlg are also converted to functions.
The four remaining classes are State, Operator, Node, and NodeWithCost. To
make the code purely functional, we would have to get rid of these classes too, but
it would not result in a shorter or more readable code. For example, with these
four classes, it is easy to write reusable code for an operator application: we just
have to call the Apply method of the abstract State class without knowing how it
is implemented in the concrete class representing the states of a specific problem.
And this is exactly what the constructors of the two Node classes do. Actually, the
two Node classes might be replaced with record types because these classes are not
inherited by any other classes, but again, it would not be more readable, and on
top of that, we would not be able to use such .NET methods as Contains.
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The number of functions are very similar in each implementation. It is because
each method in a class maps to a function in a classless implementation. Even con-
structors have corresponding functions; for example, there is a backtrackSearch
function corresponding to the constructor of the BacktrackSearch class. The third
F# implementation, however, contains somewhat less functions than the other
three. The reason for this is that it lacks the seven overrides of the ToString
method in each of the concrete algorithm classes (or objects). There is only one
printSearchInfo function instead. The same is true for the Expand and Search
methods in the graph search algorithms. All of the corresponding functions of these
methods contain match expressions based on the algorithm used for searching. This
shows well the difference between the object-oriented and the functional approach
to the problem of introducing a new subclass of a base class and introducing new
functionality to the subclasses. The OO approach is better if we want to introduce
a new subclass because we do not have to touch the existing subclasses, just write
the new class with all the functionality inherited from the base class. In FP, we
need to add a new branch to all of the match expressions. However, FP is better if
we want to add new functionality to the existing subclasses because we just have to
write a new function with a similar match expression to the existing ones. In OO,
we need to extend the base class with a new method and all of its subclasses with
method overrides.

e Mutable data structures used: There is no difference in this aspect between the
implementations. Although purely functional programs use no mutable data at all,
I used the following mutable data structures in each implementation:

— State.0Operators of type HashSet<0Operator>

SearchAlg.GoalNodes of type List<Node>

— BacktrackSearch.currPath of type Stack<Node>

— BranchAndBoundSearch.currPath of type Stack<NodeWithCost>
— GraphSearchAlg.OpenNodes of type List<Node>

— GraphSearchAlg.ClosedNodes of type List<Node>

If we want, we can replace the type of any or all of these data collections with
F#’s immutable 1ist or seq data type. The resulting code would be of the same
size, but it would be less efficient because the recursive functions in the List and
Seq modules are slower than the corresponding .NET methods. It is particularly
true when elements are added to or deleted from these collections: in case of an
immutable data structure, we have to copy the original collection with a slight
modification in its elements. This is the reason why I used .NET collections instead
of F#’s immutable data types for storing the collections listed above.

e Functional language constructs used: The C# implementation does not contain any
functional constructs, it is purely object-oriented. The first F# implementation
uses tail-recursive functions and sequence operations as a replacement for loops.
Although object expressions are not functional language constructs, the second
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F# implementation is full of them as a substitute for subclasses. The third F#
implementation contains the most functional elements: a discriminated union is
used for storing the algorithm type, match expressions are used to deal with it,
some functions are used as first-class values, and graphSearch is a higher-order
function.

e Ffficiency: As functional languages are more abstract than object-oriented lan-
guages, they need a more complicated runtime environment. This is the main
reason why functional programs are generally less efficient than object-oriented
programs, even if they are compiled and not interpreted. I ran the presented main
programs of all implementations on the same computer, a Gigabyte T1028X Touch-
Note netbook with Intel Atom N280 CPU at 1.33 GHz and 1 GB of RAM, and all
programs compiled with Microsoft Visual Studio 2010: the C# program finished in
less than half a second, while the F# programs all ran for about 7 seconds. As I
wrote, it would have been even worse if immutable F# data types were used.

As afinal conclusion, my opinion is that it is not worth insisting on one or the other
paradigm if we can use more of them within one program. Functional code is sometimes
more abstract, more readable, or just shorter than its object-oriented counterpart. On
the other hand, OO code is usually more efficient and sometimes more reusable than
its functional counterpart. This is why I think multiparadigm languages like F# can
be more advantageous mainly in large-scale applications but also in smaller programs.

3.3 Implementing Specific Problems

Implementing the search algorithms themselves is not the only area where we can bene-
fit from functional (or multiparadigm) programming. Creating an implementation for a
specific state-space-represented problem has its own peculiarities too. In this section, I
present a simple and a more complex problem, and give some possible implementations
of them.

3.3.1 Towers of Hanoi
The Problem

We will now consider a simplified version of the original puzzle. It consists of three
pegs and three discs of different sizes which can slide onto any peg. The puzzle starts
with the discs in a neat stack in ascending order of size on one peg, the smallest at the
top, thus making a conical shape. The objective of the puzzle is to move the entire
stack to another peg, obeying the following rules:

e Only one disc may be moved at a time.

e Each move consists of taking the upper disc from one of the pegs and sliding it onto
another peg, on top of the other discs that may already be present on that peg.

e No disc may be placed on top of a smaller disc.
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The solution of the problem is a sequence of moves.

State-Space Representation

Let’s denote the three pegs with the letters A, B, and C, and the discs with the
numbers 1, 2, and 3 in ascending order of their sizes (i.e., 1 denotes the smallest disc,
and 3 denotes the largest). Let’s consider a relevant property of the problem the pegs
on which each disc can be found. This seems to be the most efficient representation
with very little memory required for storing a state. As each disc can occur on any of
the pegs, we can assign the same base set to each of the discs:

H, = Hy,=Hs ={A,B,C}
The states of the problem will be elements of the Cartesian product of these base sets:
SCH; xHyx H3y={(A,A A), (A, A, B), (A A, C),

(A,B,A), (A,B,B), (A,B,C),

(A4,CA), (A,C,B), (A, C,C),
(B,A,A), (B,A,B), (B,A,C),
(B,B,A), (B,B,B), (B,B, (),
(B,
(
(C,

~—

), (B,C,B), (B,C,C),
C, A A), (C,A,B), (C,A,QC),
), (C,B,B), (C,B,C),
(C, C’ A), (C,C,B), (C,C,C"}
As all the elements of the Hy x Hy x Hg set are valid states of our problem, there is
no need for any constraints to narrow this set, i.e., the state space of the problem will

be exactly this set:
S= H1 X HQ X H3

At the initial state, all discs are on peg A:
start = (A, A, A) e S

The set of goal states consists of two elements, which denote that all discs are on peg
B or all discs are on peg C:

G={(B,B,B),(C,C,C} S
The set of operators contains nine elements:
O = {Move(disc, peg)}
where
disce {A,B,C}
pege {1,2,3}

The Move(disc, peg) operator is applicable to state h = (hy, ho, hg) € S if all of the
following preconditions are met:
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e disc is the smallest one on its peg:

Vi (i < disc D hi # haise)

e there are no smaller discs on peg than disc:

Vi (i < disc D h; # peg)

e disc is currently not on peg:
haisc # peg

The application of the Move(disc, peg) operator to state h = (hq, ho, hs) € S results in
a new state h' = (hf, h), h%) € S where
b peg if i = disc,

‘ h;, otherwise.
By defining the S state space, the start initial state, the G set of goal states, and the O
set of operators, we have given a possible p = (S, start, G, Q) state-space representation

of our problem. In figure 3.3, you can see the whole state-space graph of this puzzle,
M denoting the Move operator:

The C# Implementation

Figure 3.4 shows the two classes representing the states and operators of this particular
problem.

The only extra member in HanoiState is discs, which is an array of pegs where
each disc can be found. This field holds all information contained by a state in the
representation. Move comes with two members in addition to the inherited ones: Disc
tells us which disc to move, while Peg is the destination peg. These two members
correspond to the parameters of the Move operator.

Let’s see now the source code of the Move and HanoiState classes:

1 using System;

2  using System.Collections.Generic;

3 using System.Text;

4  using StateSpace;

5

6 namespace Hanoi

7 A

8 class Move : Operator

9 {

10 internal int Disc { get; private set; }
11 internal char Peg { get; private set; }
12

13 public Move(int disc, char peg)

14 {
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Figure 3.3. State-space graph of the Towers of Hanoi problem.

15 Disc = disc;

16 Peg = peg;

17 }

18

19 public override string ToString()

20 {

21 return "HanoiMove[ disc=" + Disc + ", peg=" + Peg + " 1";
22 }

23

24 public override double Cost(State state)
25 {

26 return Disc;

27 }

28 }

29

30 class HanoiState : State

31 {

32 const int N = 3;

33

34 static HanoiState()
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State

Operator

+ Operators { gek; set; 11 HashSet<Operator >
+ Soalttate § gef: b boof

+ Fracondfanfao. Soearafor) @ boof + Cast(s: Stake) : double
+ Aopfifop.: Sparafor) @ Sfafe
+ Heuristic { get; + ; double

HanoiState Move
-Miink=3
- discs: char[] + Moveldisc: int, peg: char)
~ Disc { get; set; Foint
+ HanoiSkate ~Peqgd get; set; + i char
- HanoiStateiparent: HanoiState) + Cost(s: Stake) : double
+ GoalState { get; + : boal + ToStrinagl) @ string

+ Preondition{op: Operatar) : bool
+ Applyiop: Operatar) : Skate

+ Heuristic { get; } ; double

+ Equals{obj: object) : bool

+ GetHashiCoded) «ink

+ ToString() @ string

Figure 3.4. Classes representing a specific problem.

35 {

36 Operators = new HashSet<Operator>();

37 for (int disc = 1; disc <= N; ++disc)

38 for (char peg = ’A’; peg <= ’C’; ++peg)
39 Operators.Add(new Move(disc, peg));
40 }

41

42 char[] discs;

43

44 public HanoiState()

45 {
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46 discs = new char[N];

47 for (int i = 0; i < N; ++i)

48 discs[i] = ’A’;

49 }

50

51 HanoiState (HanoiState parent)

52 {

53 discs = new char[N];

54 parent.discs.CopyTo(discs, 0);

55 }

56

a7 public override bool GoalState

58 {

59 get

60 {

61 if (discs[0] == ’A’)

62 return false;

63 foreach (char peg in discs)

64 if (peg != discs[0])

65 return false;

66 return true;

67 }

68 }

69

70 public override bool PreCondition(Operator op)
71 {

72 if (op is Move)

73 {

74 Move m = (Move)op;

75 for (int i = 0; 1 < m.Disc - 1; ++i)
76 if (discs[i] == discs[m.Disc - 1] ||
7 discs[i] == m.Peg)

78 return false;

79 return discs[m.Disc - 1] != m.Peg;
80 }

81 else

82 throw new InvalidOperatorException();
83 }

84

85 public override State Apply(Operator op)
86 {

87 if (op is Move)

88 {

89 HanoiState newState = new HanoiState(this);
90 Move m = (Move)op;

91 newState.discs[m.Disc - 1] = m.Peg;
92 return newState;

93 }

94 else
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95 throw new InvalidOperatorException();
96 }

97

98 public override bool Equals(object obj)
99 {

100 return obj is HanoiState && ToString() == obj.ToString();
101 }

102

103 public override int GetHashCode()

104 {

105 return discs.GetHashCode() ;

106 }

107

108 public override string ToString()

109 {

110 StringBuilder sb = new StringBuilder("HanoiStatel discs=(");
111 for (int i = 0; i < N; ++i)

112 {

113 if (1 > 0)

114 sb.Append(",");

115 sb. Append(discs[il]) ;

116 }

117 return sb.Append(") 1").ToString();
118 }

119

120 public override double Heuristic

121 {

122 get

123 {

124 double valuel = N, value2 = N;

125 foreach (char peg in discs)

126 if (peg == ’B?)

127 --valuel;

128 else if (peg == ’C’)

129 --value2;

130 return Math.Min(valuel, value2);
131 }

132 }

133 }

134}

The implementation of the Move operator is fairly straightforward. The Cost
method has been overridden: in our implementation, the cost of moving a disc to
another peg is proportional to its size, independently of the state to which the opera-
tor is applied.

The HanoiState class defines a one-dimensional array of characters for storing the
pegs of each disc. The size of this array is N which stands for the number of discs in the
problem. The smaller the index of an array element, the smaller the disc it represents.

The static constructor is responsible for creating all the possible operator instances
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and adding them to the static Operators property. The class has two constructors:
the public constructor creates the initial state with each disc being on peg A, while
the private constructor is actually a copy constructor, which creates a clone of the
HanoiState object taken as a parameter.

The GoalState property first makes sure that the smallest disc is not on peg A,
then checks whether all the discs are on the same peg (with the help of a foreach loop).
The skeletons of the PreCondition and Apply methods are the same: they both go
through all the possible operator types (there is only one in our case: Move) and throw
an exception if the argument is an operator of an unknown type. The PreCondition
method has to make sure that none of the discs smaller than the one to be moved
are on the source or the destination pegs and that the disc to be moved is not on the
destination peg. The Apply method is very simple: it copies the current state and
replaces the peg of the disc to be moved with the one given by the operator. Finally,
the Heuristic property determines the number of discs not being on peg B and the
same for peg C', and returns the smaller of the two numbers because at least that many
moves are required to reach one of the two goal states.

The F# Implementation

A possible F# implementation of this problem, which uses imperative, object-oriented,
and functional elements, may look like the following:

1  module Hanoi

2

3  open System.Text

4  open StateSpace

5

6 type Move(disc, peg) =

7 inherit Operator()

8 member this.Disc = disc

9 member this.Peg = peg

10

11 override this.ToString() =

12 sprintf "HanoiMove[ disc=)d, peg=lc 1" disc peg
13

14 override this.Cost(_) = double disc
15

16  type HanoiState() =

17 inherit State()

18

19 static let N = 3

20 let discs = Array.create N ’A’°

21

22 static do

23 for disc in 1 .. N do

24 for peg in ’A’ .. ’C’ do

25 State.Operators.Add(Move(disc, peg)) |> ignore
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27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75

member private this.Discs = discs

private new(parent : HanoiState) as this =
HanoiState() then
parent.Discs.CopyTo(this.Discs, 0)

override this.GoalState =
let rec allTheSame index =
index >= discs.Length - 1
|| discs.[index] = discs.[index + 1]
&& allTheSame (index + 1)
discs.[0] <> ’A’ && allTheSame 0O

override this.PreCondition(op) =
match op with
| :? Move as move ->
let rec checkSmallerDiscs index =
index >= move.Disc - 1
|| discs.[index] <> discs.[move.Disc - 1]
&& discs. [index] <> move.Peg
&& checkSmallerDiscs (index + 1)
checkSmallerDiscs O && discs.[move.Disc - 1] <> move.Peg
| _ >

raise InvalidOperator

override this.Apply(op) =
match op with

| :7 Move as move ->
let newState = HanoiState(this)
newState.Discs. [move.Disc - 1] <- move.Peg
upcast newState

| ->
raise InvalidOperator

override this.Equals(other) =
match other with
| :? HanoiState as otherHanoiState ->
this.Discs = otherHanoiState.Discs
| _ >
false

override this.GetHashCode() =
hash discs

override this.ToString() =
let sb = StringBuilder("HanoiState[ discs=(")
for i in 0 .. N - 1 do
if i > 0 then
sb.Append(?,’) |> ignore
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76 sb.Append(discs. [i]) [|> ignore
7 sb.Append (") 1").ToString()

78

79 override this.Heuristic =

80 let valuel = ref N

81 let value2 = ref N

82 for peg in discs do

83 if peg = ’B’ then

84 decr valuel

85 elif peg = ’C’ then

86 decr value2

87 double (min !valuel !value2)

the

There is not much difference between the C# and the F# implementations, yet
F+# code is much shorter, but this difference in size is again due to the concise

syntax of the F# language. Some interesting points about the code worth noting are

the

79
80
81
82
83
84
85
86
87

following:

Unlike in the C# code, a Discs property had to be defined here because we cannot
refer to the discs field of a HanoiState object other than the current instance (see,
for example, parent.Discs in the explicit constructor).

Both the GoalState property and the PreCondition method use recursive functions
instead of loops to iterate through the discs array.

The Equals method uses structural equality to compare the arrays in the two
objects. The C# code compares the string representations of the objects because
in C#, the equality operator between arrays implies reference equality. Since the
string representations are different if the arrays of the two objects are different,
and the equality operator is overloaded for strings, the use of the equality operator
seems adequate in this situation (although it makes comparison rather slow). (We
could also use the SequenceEqual extension method of LINQ.)

I used two reference cells (i.e., mutable data) and a for loop in the Heuristic
property. In this case, these imperative language elements do not make the code
longer or less readable. We could also write this property purely functionally, like
this:

override this.Heuristic =
let rec no0OfOtherPegs peg i acc =
if i = N then
acc
else
let otherPeg = if discs.[i] = peg then 0 else 1
no0f0therPegs peg (i + 1) (acc + otherPeg)

double (min (noOfOtherPegs ’B’ 0 0) (noOfOtherPegs ’C’ 0 0))
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3.3.2 Funfair Puzzle
The Problem

Happy is a family with five children. This year, on the birthdays of each child, they
went to the amusement park, and from there, to a confectionery where they had the
favorite cake of the birthday kid. Based on the given information, determine

e which month each kid has their birthday,
e which game they tried first in the park, and
e what kind of cake they ordered in the confectionery.
These are the facts:
1. The names of the children are the following: Alex, Carol, Paula, Robert, and Tim.

2. The months of the birthdays are the following: March, April, July, August, and
November.

3. The games in the park are the following: dodgem, enchanted castle, roller coaster,
carousel, and scenic railway.

The cakes are the following: chocolate, walnut, caramel, almond, and vanilla.
Carol was not born in March.

Neither Alex nor Carol ran from the entrance straight to the enchanted castle.

N o e

Scenic railway was the first “stop” in the park either in March or in April, and this
happened either on Paula’s birthday or when they had the vanilla cake.

8. Chocolate cake is neither Alex’s nor Paula’s favorite, and they didn’t have it on the
November birthday.

9. Paula’s birthday is in a month with the same number of days as the month of Tim’s
birthday.

10. They had the almond cake before Paula’s birthday.

11. Carol is not very fond of the almond cake, but she ate some for her sibling’s sake.
This happened on a different day from when they rode the roller coaster first.

12. Neither Alex nor Paula chose the walnut cake, and they had it on a different day
from when they went to the carousel first in the park.

13. Carol was born either in March or in April.

14. The chocolate cake was asked for either in August or in November by one of the
Happy kids.

15. The day when the carousel was the first stop in the park, they weren’t celebrating
Paula’s birthday, nor did they have almond cake in the confectionery.
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State-Space Representation

The relevant properties of our problem are the Happy children and, related to them,

e the months of their birthdays,
e the games they tried first in the park, and
e the kinds of cake they ordered in the confectionery.
This approach implies that we will try to assign the months, the games, and the types

of cake to the children.
For a convenient notation, let’s assign sequence numbers to the children:

Child’s name: | Alex | Carol | Paula | Robert | Tim
Number: 1 2 3 4 5

Similarly, let’s assign sequence numbers to the categories:

Category: | month | game | cake
Number: 1 2 3

From now on, we will refer to the children and the categories with their sequence
numbers.

Let’s now define the base sets that contain all possible months that can be assigned
to each child:

Hi1={3,47811}U{0}, ie{1,2,3,4,5}

The 0 symbol denotes that no month is assigned yet to child .

Let’s now define the base sets that contain all possible games that can be assigned
to each child:

H,; 5 = { dodgem, castle, roller, carousel, scenic } U{0}, i€ {1,2,3,4,5}

The 0 symbol denotes that no game is assigned yet to child 3.

Let’s now define the base sets that contain all possible types of cake that can be
assigned to each child:

H, 5 = { choco, walnut, caramel, almond, vanilla } U {0}, i€{1,2,3,4,5}

The 0 symbol denotes that no cake is assigned yet to child 4.
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The Cartesian product of these sets is the following:

H171XH2,1X...XH571XH172XH272X...XH5’2XH1,3XH273X...XH5,3 =

0 0 0 0O 30 0 00 4 0 0 0 O
= 00 o0O0GO0O}],{0 OO O0OO0),{0O O 0 0 O0,...,
0 0 0 0O 0 0 0 0O 0 0 0 0O
3 00 0 0 3 4 0 0 0
0 0 0 roller 0},...,({0 O 0 roller 0 |,...,
0 0 O 0 0 0 0 choco 0 0
3 0 0 0 8
carousel 0 0 roller 0 U,
vanilla 0 choco 0 walnut
3 4 7 8 11

dodgem castle roller  carousel scenic
choco  walnut caramel almond vanilla

geeey

3 4 7 11 8
dodgem scenic  roller castle carousel
almond vanilla caramel walnut choco

P

The elements of this set are ordered 15-tuples, or matrices of size 3x5 if the elements
are arranged in the form of a matrix. The number of elements in this set is 61° =
470184984 576. However, if we take into consideration that the same month, game,
or type of cake cannot be assigned to more than one child at a time, we get a lot
less 15-tuples. We can also define additional constraints: The months, games, and
types of cake should be assigned to the children in this order, i.e., first all the months
are assigned, then all the games, and finally, all the cake types. Furthermore, we
can also assign a value from each category to the children in order, e.g., again in the
order of their sequence numbers. We can also define a number of constraints based on
the information given in the problem description, like “the month of Carol’s birthday
cannot be March,” or formally, ho 1 # 3.

There are only 839 15-tuples satisfying all of these constraints, so our state space
consists of that many states:

hip hoq hsi hai hs;
S=<nh | h = h172 hQ,Q h372 h4,2 h572 A\ constmints(h)
hiz has hss hssz hs3

The initial state describes the situation when no values are assigned to any of the
children:

start = )

o OO
o O O
o O O
o O O
o O O



3.3. IMPLEMENTING SPECIFIC PROBLEMS 71

The set of goal states contains such elements in which the lower right element of
the matrix is not zero, i.e., the type of cake is already assigned to Tim:

hii hoap hsi hax hsa
G=<Sh|h=| hi2 hop hsa hap hsa |Ahs3#0 pCS
his has hss has hsgs

The set of operators is defined using three operator identifiers, each with two pa-
rameters, resulting in 75 operators altogether:

O = {Month(ch, month), Game(ch, game), Cake(ch, cake)},
where

che{1,2,3,4,5}
month € {3,4,7,8,11}
game € {dodgem, castle, roller, carousel, scenic }

cake € { choco, walnut, caramel, almond, vanilla }
The Month(ch, month) operator is applicable to state
hii hex hsi ha1 hsi
h = hio2 haoo hsa haz hso €S
hig haos hss has hss
if all of the following preconditions are met:

e child ch has not been assigned a month yet:

hch,l =0

e if month is not to be assigned to Alex (the first child), then the child with a sequence
number one less than ch must already have a month assigned:

ch#1Dhep—11#0
e month has not been assigned to any child with a sequence number less than ch:
Vi (i < ch D h;1 # month)
e March must not be assigned to Carol (child #2):

ch =2 D month # 3

e March must not be assigned to Paula (child #3):

ch =3 D month # 3
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if we know that Paula (child #3) was born in April or November, then Tim (child
#5) must also be assigned April or November:

(hs1 =4V h31=11) A ch="5 D month=4 VvV month =11

if we know that Paula (child #3) was born neither in April nor in November, then
Tim (child #5) must not be assigned April or November either:

(h31 =3V h31 =7V hg1=28) A ch=5D month#4 N month# 11

if Carol (child #2) is to be assigned a month, then month must be either March or
April:
ch =2 D month =3V month =4

if March is to be assigned to someone, and we know that it is not Carol (child #2)
who was born in April, then March may only be assigned to Carol:

Vi(month=3 AN h;1 =4 ANi#2Dch=2)

if April is to be assigned to someone, and we know that it is not Carol (child #2)
who was born in March, then April may only be assigned to Carol:

Vi(month=4 AN h;1 =3 ANi#2D ch=2)

The application of the Month(ch, month) operator to state

higp heni hsi hai hsa
h=1 hia ha2 hs2 hip hsa | €S8
his has hss haz hsgs
results in a new state
11 hhy hsy Ry hb
n = hia hoo hio hiys hi, | €S
! ! Vi ! !
hig hysg hss his hsg
where
W month ifi=ch AN j=1,
i hij otherwise.
The Game(ch, game) operator is applicable to state
hiip he1 hsi hag hsa
h=1| hi2 hoa hsz hap hsa | €S
his has hss haz hsgs

if all of the following preconditions are met:



3.3. IMPLEMENTING SPECIFIC PROBLEMS 73

e child ch has not been assigned a game yet:

hch,Z =0

e Alex (child #1) may only be assigned a game if Tim (child #5) has already been
assigned a month:
ch=1D h5,1 #0

e if game is not to be assigned to Alex (the first child), then the child with a sequence
number one less than ch must already have a game assigned:

ch#1Dhep_12#0

e game has not been assigned to any child with a sequence number less than ch:

Vi (i < ¢ch D h; 2 # game)

e Alex (child #1) must not be assigned the enchanted castle:

ch =1 D game # castle

e Paula (child #3) must not be assigned the enchanted castle:

ch = 3 D game # castle

e scenic railway may only be assigned to a child who was born in March or April:

game = scenic D hep1 =3 V hepy =4

e if we know that the favorite game of the child who was born in April is not the
scenic railway, and now a game is to be assigned to the child who was born in
March, then that game must be scenic railway:

Vi (h@l =4 A hi,g ?é 0A hi,g 7é scenic A hch,l =3D game = SCGHiC)

e if we know that the favorite game of the child who was born in March is not the
scenic railway, and now a game is to be assigned to the child who was born in April,
then that game must be scenic railway:

Vi (h@l =3 A hi,g ?é 0A hi,g 7é scenic A hch,l =4D game = SCGHiC)

e Paula (child #3) must not be assigned the carousel:

ch = 3 D game # carousel
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The application of the Game(ch, game) operator to state

hii hog hai hay hsi
h=1 hia he2 hs2 hip hsa | €S
his has hss haz hsgs

results in a new state

’ / 7’ 7 ’’ /
h'=1 his hos hio his hs, €S
/ ! ! h/ !
1,3 Nog N33 g3 N3

where
W game ifi=ch AN j=2
" \hi;  otherwise.

The Cake(ch, cake) operator is applicable to state

hin han hsi hag hs;
h=1 hia ha2 hs2 hsp hsa | €S
his has hss haz hsgs

if all of the following preconditions are met:

e child ch has not been assigned a cake yet:

hch,3 =0

Alex (child #1) may only be assigned a cake if Tim (child #5) has already been
assigned a game:

Ch=13h5,2750

e if cake is not to be assigned to Alex (the first child), then the child with a sequence
number one less than ch must already have a cake assigned:

ch#1D hep—13#0
e cake has not been assigned to any child with a sequence number less than ch:
Vi (i < c¢h D h; g # cake)
e Paula (child #3) must not be assigned the vanilla cake:

ch = 3 D cake # vanilla

e if we know that the favorite game of Paula (child #3) is not the scenic railway, then

vanilla cake may only be assigned to the child whose favorite game is the scenic
railway:

h3 2 # 0 A hs o # scenic A cake = vanilla D hgp 2 = scenic
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e if we know that the favorite game of Paula (child #3) is not the scenic railway, and
the favorite game of the child to whom a cake is to be assigned is the scenic railway,
then cake must be vanilla cake:

h3 o # 0 A hsg # scenic A hep 2 = scenic D cake = vanilla

e Alex (child #1) must not be assigned the chocolate cake:

ch =1 D cake # choco

e Paula (child #3) must not be assigned the chocolate cake:

ch = 3 D cake # choco

e chocolate cake must not be assigned to the child who was born in November:

cake = choco D hgp1 # 11

e almond cake must be assigned to a child who was born in an earlier month than
Paula (child #3):
cake = almond D hepy < b3

e Carol (child #2) must not be assigned the almond cake:

ch = 2 D cake # almond

e almond cake must not be assigned to the child whose favorite game is the roller
coaster:
cake = almond D hp o # roller

e Alex (child #1) must not be assigned the walnut cake:

ch =1 D cake # walnut

e Paula (child #3) must not be assigned the walnut cake:

ch = 3 D cake # walnut

e walnut cake must not be assigned to the child whose favorite game is the carousel:

cake = walnut D hgp 2 7# carousel

e chocolate cake may only be assigned to a child who was born in August or November:

cake = choco D hep1 =8 V hegp1 =11
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e if a cake is to be assigned to the child who was born in August, and the child who

was born in November did not order chocolate cake, then cake must be chocolate
cake:

Vi (hch,l =8 A hi,l =11 A hi’g #0 A hi’g = choco D cake = ChOCO)

e if a cake is to be assigned to the child who was born in November, and the child

who was born in August did not order chocolate cake, then cake must be chocolate
cake:

Vi(hens =11 A hi1 =8 A hi3#0 A h; 3 # choco D cake = choco)

e almond cake must not be assigned to the child whose favorite game is the carousel:

cake = almond D hp 2 # carousel

The application of the Cake(ch, cake) operator to state

hii hoa hai hax hsa
h=1| hi2 haoo hsa hsp hsa | €S
his has hss has hss

results in a new state

! ! Vi / !
1,1 2,1 3,1 h

h' = 12 hboo hsy hiy hiy, | €S
/ / /! h/ /!
1,3 fa3 N33 a3 N53
where
;o cake ifi=ch N j=3,
e h;;j  otherwise.
By defining the S state space, the start initial state, the G set of goal states,

and the O set of operators, we have given a possible p = (S, start, G, O) state-space
representation of our problem.

The C# Implementation
Implementing the operators is easy, here is the source code:

using StateSpace;

namespace FunFair

1

2

3

4 {

5 enum Child
6 {

7

8

Alex, Carol, Paula, Robert, Tim

}
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77

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57

enum GameType

{

}

Dodgem = 1, EnchantedCastle, RollerCoaster, Carousel, ScenicRailway

enum CakeType

{

}

Choco = 1, Walnut, Caramel, Almond, Vanilla

class FunFairMonth : Operator

{

}

internal Child Child { get; private set; }
internal int Month { get; private set; }

public FunFairMonth(Child child, int month)

{
Child = child;
Month = month;
}
public override string ToString()
{
return "Month[ child=" + Child + ", month=" + Month + " ]";
}

class FunFairGame : Operator

{

}

internal Child Child { get; private set; }
internal GameType Game { get; private set; }

public FunFairGame(Child child, GameType game)

{
Child = child;
Game = game;
}
public override string ToString()
{
return "Game[ child=" + Child + ", game=" + Game + " ]";
}

class FunFairCake : Operator

{

internal Child Child { get; private set; }
internal CakeType Cake { get; private set; }
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58

59 public FunFairCake(Child child, CakeType cake)
60 {

61 Child = child;

62 Cake = cake;

63 }

64

65 public override string ToString()

66 {

67 return "Cake[ child=" + Child + ", cake=" + Cake + " ]";
68 }

69 }

0 3}

The types Child, GameType, and CakeType are defined as enumeration types. Birth-
day months are stored as integers because I found unnecessary to work with the names
of the months instead of their numbers. It is important that no identifiers with a value
of 0 exist in GameType and CakeType because zero will be used to denote that no game
or cake is assigned to a child yet. That is why the value 1 is assigned to the first
identifier in both enumeration types. The other option would be to introduce a new
identifier (e.g., None) as the first one with an underlying value of 0, but then, care
should be taken to exclude this value when constructing the Operators collection (see
the second F# implementation).

All three operator classes have two properties representing the parameters of the
operators. They also have a constructor and a ToString method, which is fairly simple
because we use the identifiers of the values defined in the enumeration types as their
string representations.

The states of the problem are represented by the FunFairState class:

1  using System;

2  using System.Collections.Generic;

3 using System.Text;

4 using StateSpace;

5

6 namespace FunFair

7 A

8 enum Category

9 {

10 Month, Game, Cake

11 }

12

13 class FunFairState : State

14 {

15 const int N = 5, M = 3;

16

17 const int MONTH = (int)Category.Month;
18 const int GAME = (int)Category.Game;
19 const int CAKE = (int)Category.Cake;



3.3. IMPLEMENTING SPECIFIC PROBLEMS

20

21 const int ALEX = (int)Child.Alex;

22 const int CAROL = (int)Child.Carol;

23 const int PAULA = (int)Child.Paula;

24 const int ROBERT = (int)Child.Robert;

25 const int TIM = (int)Child.Tim;

26

27 const int DODGEM = (int)GameType.Dodgem;

28 const int CASTLE = (int)GameType.EnchantedCastle;
29 const int ROLLER = (int)GameType.RollerCoaster;

30 const int CARQOUSEL = (int)GameType.Carousel;

31 const int SCENIC = (int)GameType.ScenicRailway;

32

33 const int CHOCO = (int)CakeType.Choco;

34 const int WALNUT = (int)CakeType.Walnut;

35 const int CARAMEL = (int)CakeType.Caramel;

36 const int ALMOND = (int)CakeType.Almond;

37 const int VANILLA = (int)CakeType.Vanilla;

38

39 static FunFairState()

40 {

41 Operators = new HashSet<Operator>();

42 foreach (Child child in Enum.GetValues(typeof(Child)))
43 {

44 foreach (int month in new int[] {3, 4, 7, 8, 11})
45 Operators.Add(new FunFairMonth(child, month));
46 foreach (GameType game in Enum.GetValues (typeof (GameType)))
47 Operators.Add(new FunFairGame(child, game));
48 foreach (CakeType cake in Enum.GetValues (typeof (CakeType)))
49 Operators.Add(new FunFairCake(child, cake));
50 }

51 }

52

53 int[,] h;

54

55 public FunFairState()

56 {

57 h = new int[N, M];

58 }

59

60 FunFairState(FunFairState parent)

61 {

62 h = new int[N, M];

63 Array.Copy(parent.h, h, N * M);

64 }

65

66 public override bool GoalState

67 {

68 get
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69
70
71
72
73
74
75
76
7
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
100
101
102
103
104
105
106
107
108
109
110
111
112

144
145

{
return h[N - 1, M - 1] != 0;
}
}

public override bool PreCondition(Operator op)
{
if (op is FunFairMonth)
{
FunFairMonth m = (FunFairMonth)op;
int ch = (int)m.Child;
int month = m.Month;
if (h[ch, MONTH] != 0)
return false;
if (ch !'= 0 && h[ch - 1, MONTH] == 0)
return false;
for (int i = 0; i < ch; ++i)
if (h[i, MONTH] == month)
return false;
if (ch == CAROL && month == 3)
return false;
if (ch == PAULA && month == 3)
return false;
if ((h[PAULA, MONTH] =
ch == TIM && month !
return false;
if ((h[PAULA, MONTH] == 3 || h[PAULA, MONTH] == 7 ||
h[PAULA, MONTH] == 8) && ch == TIM &&
! (month !'= 4 && month != 11))
return false;
if (ch == CAROL && month != 3 && month != 4)
return false;
for (int i = 0; i < N; ++i)
if (month == 3 && h[i, MONTH] == 4 && i '= CAROL &&
ch !'= CAROL)
return false;
for (int i = 0; i < N; ++i)
if (month == 4 && h[i, MONTH] == 3 && i '= CAROL &&
ch !'= CAROL)
return false;
return true;
}
else if (op is FunFairGame)

{

4 || h[PAULA, MONTH] == 11) &&
4 && month !'= 11)

return true;

}
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146 else if (op is FunFairCake)

147 {

199 return true;

200 }

201 else

202 throw new InvalidOperatorException();

203 }

204

205 public override State Apply(Operator op)

206 {

207 if (op is FunFairMonth)

208 {

209 FunFairMonth month = (FunFairMonth)op;

210 FunFairState newState = new FunFairState(this);
211 newState.h[(int)month.Child, MONTH] = month.Month;
212 return newState;

213 }

214 else if (op is FunFairGame)

215 {

216 FunFairGame game = (FunFairGame)op;

217 FunFairState newState = new FunFairState(this);
218 newState.h[(int)game.Child, GAME] = (int)game.Game;
219 return newState;

220 }

221 else if (op is FunFairCake)

222 {

223 FunFairCake cake = (FunFairCake)op;

224 FunFairState newState = new FunFairState(this);
225 newState.h[(int)cake.Child, CAKE] = (int)cake.Cake;
226 return newState;

227 }

228 else

229 throw new InvalidOperatorException();

230 }

231

232 public override bool Equals(object obj)

233 {

234 return obj is FunFairState && ToString() == obj.ToString();
235 }

236

237 public override int GetHashCode()

238 {

239 return h.GetHashCode();

240 }

241

242 public override string ToString()
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243 {

244 StringBuilder sb = new StringBuilder("FunFairState[ h=(\n");
245 for (int ch = 0; ch < N; ++ch)

246 sb.AppendFormat ("{0,-16}", (Child)ch);

247 sb.Append(’\n’) ;

248 for (int ch = 0; ch < N; ++ch)

249 sb.AppendFormat ("{0,-16}", h[ch, MONTH]);

250 sb.Append(’\n’) ;

251 for (int ch = 0; ch < N; ++ch)

252 sb. AppendFormat ("{0,-16}", (GameType)h[ch, GAME]);
253 sb.Append(’\n’) ;

254 for (int ch = 0; ch < N; ++ch)

255 sb. AppendFormat ("{0,-16}", (CakeType)h[ch, CAKE]);
256 return sb.Append("\n) 1").ToString();

257 }

258 }

259 }

First, a number of named constants are defined to make the code more readable.
Then, in the static constructor, the Operators static property is initialized with a
HashSet containing all the 75 operators relevant to the problem.

The only field of the class (not counting the named constants) is h. For the sake
of simplicity, it is a 5x3 matrix of integers. It is easier to refer to the elements using
two indexes (the first for the child, the second for the category) than finding the
appropriate element in a 15-tuple (represented by a 15-element vector or list). The type
of elements is int, which means that the months, the games, and the types of cake are
all represented by integers. We could also use elements of Object type, but then, a lot
of type conversions would be necessary: months to int, games to GameType, and types
of cake to CakeType. This is why the type int seemed to be more convenient, and this
is why I defined the named constants to ease the work with the matrix elements. The
values associated with the elements of the Child and Category enumeration types are
of great importance because they are used as indexes of the matrix. In our case, all of
the declared identifiers have default values, which means that the first identifier has a
value of 0, and the value of all other identifiers is one greater than that of the previous
one. This is exactly what we need when it comes to indexing an array. The drawback
of using a matrix as the type of h is that we lose compile-time type checking for the
matrix elements because of arrays being homogeneous data types.

There are two constructors in the class: the public constructor creates the initial
state, with all elements set to 0 in the matrix implicitly, while the private constructor
is used by the Apply method to clone an existing state by copying the original matrix
to the new state. The GoalState property is pretty simple in this representation: if
the lower right element of the matrix is already assigned a value, then each element is
assigned a value that satisfies all preconditions, so the state is a goal state.

The type of this problem implies that PreCondition is a rather complex method
with a lot of conditions. In our case, the representation lists 40 formulae as operator
preconditions, some of which contain universal quantifiers. The body of the method
uses the same skeleton as in the previous subsection: the runtime type of the op
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parameter is checked and the appropriate block is run unless the operator is not relevant
to our problem, in which case an exception is thrown. Instead of using one compound
condition for each operator, I broke it up to smaller parts, just like in the representation.
This way, I got 40 if statements, with some of them embedded in a for loop.

Since almost all of the formulae have an implication as their main logical operator,
and C+# does not have such an operator, I used the following logical law to implement
it:

ADB=-AVB

or rather its negated counterpart:
~(ADB)=AA-B

The negated implication is necessary because each formula is checked one after the
other, and if either one is false, then the whole precondition is false, so we can return
false. The precondition is satisfied only if all formulae are true.

Similarly, universal quantification is implemented using a for loop which checks for
all possible values of the quantified variable (i) whether the subformula is false, and if
so, it returns false. For this, I used one of De Morgan’s laws:

~Vi(P(i)) = 3i(-P(i))

The Apply method has the same skeleton as the PreCondition method. Applying
an operator to a state involves copying that state and changing the value of one element
of the matrix in the new state. The first index of the element to be changed is deter-
mined by the Child property of the operator, while the second index is determined by
the type of the operator.

In this problem, overriding the Equals method is not so important, because there
are no cycles in the representation graph. We could just as well omit the Equals method
if we only considered the search algorithms, thus improving efficiency. And finally, the
ToString method mimics the appearance of the matrices in the representation, printing
an additional header with the names of the children above the first row.

The First F# Implementation

Here is the listing of the F# version that uses the same principles as the C# version—
with a couple of exceptions:

module FunFair

open System
open System.Text
open StateSpace

1
2
3
4
5
6
7 [<Literal>]
8 let N =5

9 [<Literal>]
0 let M = 3

1
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11
12 type Category =
13 | Month = 0
14 | Game =1
15 | Cake = 2
16

17 let MONTH = int Category.Month
18 1let GAME = int Category.Game
19 let CAKE = int Category.Cake

20

21  type Child =

22 | Alex =0

23 | Carol =1

24 | Paula = 2

25 | Robert = 3

26 | Tim =4

27

28 let ALEX = int Child.Alex

29 let CAROL = int Child.Carol
30 let PAULA = int Child.Paula
31 let ROBERT = int Child.Robert

32 let TIM = int Child.Tim
33

34 type GameType =

35 | Dodgem =1
36 | EnchantedCastle = 2
37 | RollerCoaster = 3
38 | Carousel =4
39 | ScenicRailway =5
40

41 let DODGEM
42 let CASTLE
43  let ROLLER
44  let CAROUSEL
45 let SCENIC

int GameType.Dodgem

int GameType.EnchantedCastle
int GameType.RollerCoaster
int GameType.Carousel

int GameType.ScenicRailway

46

47  type CakeType =

48 | Choco =1

49 | Walnut = 2

50 | Caramel = 3

51 | Almond = 4

52 | Vanilla = 5

53

54 let CHOCO = int CakeType.Choco

55 let WALNUT = int CakeType.Walnut

56  let CARAMEL = int CakeType.Caramel
57 let ALMOND = int CakeType.Almond

58 1let VANILLA = int CakeType.Vanilla
59
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60 type Month(child : Child, month : int) =

61 inherit Operator()

62

63 member this.Child = child

64 member this.Month = month

65

66 override this.ToString() =

67 sprintf "Month[ child=)0, month=/d 1" child month
68

69 type Game(child : Child, game : GameType) =

70 inherit Operator()

71

72 member this.Child = child

73 member this.Game = game

74

75 override this.ToString() =

76 sprintf "Game[ child=%0, game=%0 1" child game

7

78  type Cake(child : Child, cake : CakeType) =

79 inherit Operator()

80

81 member this.Child = child

82 member this.Cake = cake

83

84 override this.ToString() =

85 sprintf "Cake[ child=%0, cake=/40 1" child cake

86

87  type FunFairState() =

88 inherit State()

89

90 static do

91 for ch in Enum.GetValues(typeof<Child>) do

92 let child = downcast ch

93 for month in [3; 4; 7; 8; 11] do

94 State.Operators.Add(Month(child, month)) [> ignore
95 for game in Enum.GetValues (typeof<GameType>) do
96 State.Operators.Add(Game(child, downcast game)) |> ignore
97 for cake in Enum.GetValues(typeof<CakeType>) do
98 State.Operators.Add(Cake(child, downcast cake)) |> ignore
99

100 let h = Array2D.zeroCreate N M

101

102 member private this.H = h

103

104 private new(parent : FunFairState) as this =

105 FunFairState() then

106 Array.Copy(parent.H, this.H, N * M)

107

108 override this.GoalState =
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109 h.[N -1, M- 1] <> 0

110

111 override this.PreCondition(op) =

112 let inline (=>) antecedent consequent =

113 if antecedent then consequent else true

114

115 let checkForAll cond =

116 let rec checkForAll cond ch =

117 ch =N || (cond ch) && checkForAll cond (ch + 1)
118 checkForAll cond 0O

119

120 match op with

121 | :? Month as month ->

122 let ch = int month.Child

123 let month = month.Month

124 h.[ch, MONTH] = 0

125 &% ch <> 0 => (ch <> 0 &&% h.[ch - 1, MONTH] <> 0)
126 &% checkForAll (fun i ->

127 i < ch => (h.[i, MONTH] <> month))

128 && ch = CAROL => (month <> 3)

129 &% ch = PAULA => (month <> 3)

130 &% ((h.[PAULA, MONTH] = 4 || h.[PAULA, MONTH] = 11)
131 && ch = TIM) => (month = 4 || month = 11)
132 &% ((h.[PAULA, MONTH] = 3 || h.[PAULA, MONTH] = 7 ||
133 h.[PAULA, MONTH] = 8) && ch = TIM) =>
134 (month <> 4 && month <> 11)

135 &% ch = CAROL => (month = 3 || month = 4)
136 && checkForAll (fun i ->

137 (month = 3 && h.[i, MONTH] = 4 &&

138 i <> CAROL) => (ch = CAROL))

139 && checkForAll (fun i ->

140 (month = 4 &% h.[i, MONTH] = 3 &&

141 i <> CAROL) => (ch = CAROL))

142 | :? Game as game ->

163 :? Cake as cake ->

199 _ >

200 raise InvalidQOperator

201

202 override this.Apply(op) =

203 match op with

204 | :? Month as month ->

205 let newState = FunFairState(this)

206 newState.H. [int month.Child, MONTH] <- month.Month
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207
208
209
210
211
212
213
214
215
216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244

upcast newState
| :7 Game as game ->
let newState = FunFairState(this)
newState.H. [int game.Child, GAME] <- int game.Game
upcast newState
| :7? Cake as cake ->
let newState = FunFairState(this)
newState.H.[int cake.Child, CAKE] <- int cake.Cake
upcast newState
| _ >

raise InvalidOperator

override this.Equals(other) =
match other with
| :? FunFairState as otherFunFairState ->
this.H = otherFunFairState.H
| _ >

false

override this.GetHashCode() =
hash h

override this.ToString() =
let sb = StringBuilder("FunFairState[ h=(\n")
for ch in 0 .. N - 1 do
sb.AppendFormat ("{0,-16}", enum<Child> ch) [> ignore
sb.Append(’\n’) |> ignore
for ch in 0 .. N - 1 do
sb.AppendFormat ("{0,-16}", h.[ch, MONTH]) [> ignore
sb.Append(’\n’) |> ignore
for ch in 0 .. N - 1 do
sb.AppendFormat ("{0,-16}", enum<GameType> h.[ch, GAME])
|> ignore
sb.Append(’\n’) [|> ignore
for ch in 0 .. N - 1 do
sb.AppendFormat ("{0,-16}", enum<CakeType> h. [ch, CAKE])
|> ignore
sb.Append("\n) 1").ToString()

Some notable differences between this F# code and the C# code are the following:

e Enumeration types in F# are discriminated unions in which all identifiers must

be assigned a value explicitly. I used the same values here as in the C# version,
although some of them are implicitly assigned by the C# compiler.

e In contrast to the C# version, the PreCondition method uses one complex for-

mula as the precondition of each operator. We can do this because we now use
the checkForAll recursive function instead of for loops to implement universal
quantifications. The argument of this function is a lambda expression representing
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the immediate subformula of the quantifier as a function of the quantified variable.
Using the checkForAll function, all formulae can be easily connected by logical &&
operators to form one formula as the return value.

For implementing implication, a new user-defined operator (=>) is introduced, mak-
ing the formulae containing implications more similar to those in the representation.
Of course, this also makes the source code of the PreCondition method much more
succinct. However, we have to be careful when using this operator: as F# uses ea-
ger evaluation by default, both the antecedent and the consequent are evaluated
before the function is called, i.e., the consequent is evaluated even if the antecedent
is false. Consider, for example, the following formula:

ch# 1D hep—1,1 #0
This formula cannot be implemented with the expression
ch <> 0 => (h.[ch - 1, MONTH] <> 0),

because it would cause an exception if ch = 0. The antecedent must be repeated in
the consequent with a short-circuit && operator if we want to avoid this exception:

ch <> 0 => (ch <> 0 && h.[ch - 1, MONTH] <> 0)

Another alternative is to use lazy evaluation in case of the consequent. As there are
only three formulae in our problem affected by this issue, I chose not to use lazy
evaluation in each implication but rather repeat the antecedent in these formulae.

Static type conversion is an area where F# needs more overhead than C#. In
particular, F# requires static upcast in some situations where C# does not. You
can see such situations in the Apply method, where newState must be explicitly
converted from FunFairState to State. Additionally, in the static constructor,
an extra downcast is necessary when using the Enum.GetValues method because
in F#, the objects in the array returned by the method are not automatically
converted to any type.

The structural equality check used in the Equals method is much more efficient than
comparing the string representations of the states as in the C# version. However,
as stated earlier, the override of the Equals method could also be omitted.

The Second F# Implementation

As T mentioned earlier, the use of a matrix to store the relevant data of our problem has
the drawback of losing compile-time type checking of the matrix elements: theoretically,
we could assign any integer value to any of the elements, e.g., we could assign chocolate
cake as the favorite game of Alex. The second F# implementation differs from the first
one mainly in that it uses a five-element vector of structures to store the data of a
state, thus providing type safety:
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module FunFair2

open System
open System.Text
open StateSpace

[<Literal>]
let N =5
type Child =
| Alex =0
| Carol =1
| Paula = 2
| Robert = 3
| Tim =4
let ALEX = int Child.Alex

let CAROL = int Child.Carol
let PAULA = int Child.Paula
let ROBERT = int Child.Robert
let TIM = int Child.Tim

type GameType

| None =
| Dodgem =
| EnchantedCastle =
| RollerCoaster =
| Carousel =
| ScenicRailway =
let GNONE = GameType.
let DODGEM = GameType.
let CASTLE = GameType.
let ROLLER = GameType.
let CAROUSEL = GameType.
let SCENIC = GameType.

type CakeType

None
Choco
Walnut
Caramel
Almond
Vanilla

let CNONE =
let CHOCO =
let WALNUT =
let CARAMEL =

1]
g W N = O

ad WwWN - O

None

Dodgem
EnchantedCastle
RollerCoaster
Carousel
ScenicRailway

CakeType.None
CakeType.Choco
CakeType.Walnut
CakeType.Caramel
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50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
7
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98

let ALMOND = CakeType.Almond
let VANILLA = CakeType.Vanilla

[<Struct>]

type ChildData =
val mutable month : int
val mutable game : GameType
val mutable cake : CakeType

type Month(child : Child, month : int) =
inherit Operator()

child
month

member this.Child
member this.Month

override this.ToString() =
sprintf "Month[ child=)0, month=/d 1" child month

type Game(child : Child, game : GameType) =
inherit Operator()

member this.Child = child
member this.Game = game

override this.ToString() =
sprintf "Game[ child=%0, game=%0 1" child game

type Cake(child : Child, cake : CakeType) =
inherit Operator()

member this.Child = child
member this.Cake = cake

override this.ToString() =
sprintf "Cake[ child=%0, cake=40 1" child cake

type FunFairState() =
inherit State()

static do
for ch in Enum.GetValues(typeof<Child>) do
let child = downcast ch
for month in [3; 4; 7; 8; 11] do
State.Operators.Add (Month(child, month)) |> ignore
for game in Enum.GetValues (typeof<GameType>) do
let game = downcast game
if game <> GNONE then
State.Operators.Add(Game(child, game)) |> ignore
for cake in Enum.GetValues(typeof<CakeType>) do
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99
100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145

let cake = downcast cake
if cake <> CNONE then
State.Operators.Add(Cake(child, cake)) |> ignore

let h = Array.create N (ChildData())
member private this.H = h

private new(parent : FunFairState) as this =
FunFairState() then
Array.Copy(parent.H, this.H, N)

override this.GoalState =
h.[N - 1].cake <> CNONE

override this.PreCondition(op) =
let inline (=>) antecedent consequent =
if antecedent then consequent else true

let checkForAll cond =
let rec checkForAll cond ch =
ch = N || (cond ch) && checkForAll cond (ch + 1)
checkForAll cond 0

match op with
| :? Month as month ->
let ch = int month.Child
let month = month.Month
h.[ch] .month = 0
&% ch <> 0 => (ch <> 0 && h.[ch - 1] .month <> 0)
&& checkForAll (fun i ->
i < ch => (h.[i] .month <> month))
&% ch = CAROL => (month <> 3)
&% ch = PAULA => (month <> 3)
&% ((h.[PAULA] .month = 4 || h.[PAULA].month = 11) &&
ch = TIM) => (month = 4 || month = 11)
&& ((h.[PAULA] .month = 3 || h.[PAULA].month
h.[PAULA] .month = 8) && ch = TIM) =>
(month <> 4 && month <> 11)
&& ch = CAROL => (month = 3 || month
&& checkForAll (fun i ->
(month = 3 && h.[i] .month
(ch = CAROL))
&& checkForAll (fun i ->
(month = 4 && h.[i] .month
(ch = CAROL))
17 Game as game ->

711

4)

4 && i <> CAROL) =>

1]
w
e
&

i <> CAROL) =>



92

CHAPTER 3. SEARCH ALGORITHMS FOR SINGLE-AGENT PROBLEMS

166

201
202
203
204
205
206
207
208
209
210
211
212
213
214
215
216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244

| :? Cake as cake ->

>

raise InvalidOperator

override this.Apply(op) =
match op with

| :? Month as month ->
let newState = FunFairState(this)
newState.H. [int month.Child] .month <- month.Month
upcast newState

| :? Game as game ->
let newState = FunFairState(this)
newState.H. [int game.Child].game <- game.Game
upcast newState

| :? Cake as cake ->
let newState = FunFairState(this)
newState.H. [int cake.Child].cake <- cake.Cake
upcast newState

| _ >
raise InvalidOperator

override this.Equals(other) =
match other with
| :? FunFairState as otherFunFairState ->
this.H = otherFunFairState.H
| _ >

false

override this.GetHashCode() =
hash h

override this.ToString() =

let sb = StringBuilder("FunFairState[ h=(\n")
for ch in 0 .. N - 1 do

sb.AppendFormat ("{0,-16}", enum<Child> ch) |> ignore
sb.Append(’\n’) |> ignore
for ch in 0 .. N - 1 do

sb.AppendFormat ("{0,-16}", h.[ch].month) |> ignore
sb.Append(’\n’) [|> ignore
for ch in 0 .. N - 1 do

sb.AppendFormat ("{0,-16}", h.[ch].game) |> ignore
sb.Append(’\n’) |> ignore
for ch in 0 .. N - 1 do

sb.AppendFormat ("{0,-16}", h.[ch].cake) |> ignore
sb.Append ("\n) 1").ToString()
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Here, I used the ChildData structure type to store information related to each
child. This way, we can substitute a one-dimensional array of this type for the integer
matrix in the previous implementation. As type safety is now provided, two new values
had to be introduced in the two enumeration types to take the role of zero: GNONE and
CNONE. Note that these values must be omitted in the static constructor when creating
the operator objects. The implicit constructor creates the array with N elements, each
containing 0 as the month, GNONE as the game, and CNONE as the type of cake. It is
because structures are value types, so they have an implicit default constructor that
sets the values of their fields to zero. The explicit constructor creates a shallow copy
of the array. If we used a record instead of a structure, we would have to replace the
shallow copy with a deep copy because records are reference types. All other parts of
the code differ from the corresponding parts of the first implementation only in the
way of referring to a specific piece of information about the children. For example,
instead of h. [ALEX, CAKE], we have to use h. [ALEX] .cake.



CHAPTER 4

Some Implementations of Search
Algorithms on Game Trees

Besides single-agent problems, artificial intelligence also covers two-player games, and
provides search algorithms on game trees. Games, in general, can be classified into two
main categories: gambles, in which the players do not have influence to the outcome of
the game, and strategy games, where the outcome of the game is actively affected by
the players. Strategy games can be further classified based on the following aspects:

e Considering the number of players, there are two-player, three-player, ..., n-player
games.

e Considering the length of the game, there are finite games, in which each player
can choose from a finite set of moves, and each game terminates in a finite number
of moves. Games that are not finite are called infinite games.

e Considering the sum of the players’ gains and losses, there are zero-sum and non-
zero-sum games. In zero-sum games, the sum of the players’ gains and losses is
Zero.

e If a game has random factors, it is called stochastic, otherwise deterministic.

e In a game with perfect information, the players have all information related to the
game at their disposal. A game with imperfect information does not have perfect
information.

The algorithms presented in this chapter are capable of computing the next move in
arbitrary state-space-represented, finite, deterministic, zero-sum, two-player strategy
games with perfect information. (From now on, I will refer to such games shortly as
two-player games.) The implemented algorithms are the following [18]:

e minimax algorithm
e negamax algorithm

e the above algorithms with alpha-beta pruning
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As in the previous chapter, I present first the class hierarchy serving as a base for
the C# implementation. Then, I give three implementations of the aforementioned
algorithms: one in C# and two in F# with different amount of functional elements.
I will use Nim, a simple two-player game, as an example to demonstrate how these
implementations can be applied to play a particular game.

4.1 A Class Hierarchy for Search Algorithms

Figure 4.1 shows a UML class diagram containing all classes related to the implementa-
tion of the state-space representation, the game tree search algorithms, and the control
of the game.

The State and Operator abstract classes are similar to those used in the case of
single-agent search algorithms. The Operator class has no members, as the cost of
operator applications is usually not relevant in two-player games. The Operators,
PreCondition, and Apply members of the State class have exactly the same role here
as in the state-space representation used by single-agent path-finding algorithms. The
additional members are the following:

e Player: the player in turn in the current state, represented by a single character
(A or B). Player A is always the starting player, who makes the opening move.

e SwitchPlayer: switches the player in turn in the current state, typically invoked
by the Apply method as the final step of an operator application.

e EndState: true if the current state is an end state, i.e., the game has come to an
end.

e AWon and BWon: true if the current state is an end state, and the game is won by
player A or player B, respectively. If EndState is true, but neither AWon nor BWon
is true, then the game is a tie.

e MinimaxGoodness and NegamaxGoodness: the goodness value of the current state
to be used by the minimax and negamax algorithms, respectively. A positive num-
ber represents a “good state” for player A (in case of minimax algorithm) or the
player in turn (in case of negamax algorithm). A negative number represents a
“bad state”, and zero represents an even position. Typically, MinimaxGoodness
and NegamaxGoodness are equal if the player in turn is player A (i.e., the starting
player), otherwise, they are the negation of each other.

e ReadMove: reads the next move of a human player from the standard input and
returns the corresponding Operator object.

GameProp is an enumeration type used for setting the game properties. It contains
the following flags:

e AgainstHumanFlag: if set, two human players will play against each other, the
program will just control the game and possibly give hints to the players. If not
set, a human player will play against the computer.
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GameControl

State
- DEPTH: ink =5
- againstHurnan: bool

- computerStarts: bool
- negamaz: bool

- alphaBeta: bool

- noHink: boal

+ Operators { get; set; | : HashSet <Operator >
+Player { get; set; +: char

+ SwitchPlayer() : void

=+ EndState { get; } . boo!

+ AlWon  get; } : boof

+ Blon  gaty b boold

+ FraCondition{Cparator} : bood
+ AophiOparator] ; State

+ MinimaxGoodness § gat; }inf
+ NMegamaxGoodness { geé; } : iné
+ Readvorve)}  Operator

- camputerDepth: int
- humanDepth: int
- initState: State

+ GameControl{State, GameProp, int, int)

- PropertiesText { get; b string

- ComputehextMove(State, int, string) : Operator
+Play() : void

+ TaString() : string

wenurmeration»
GameProp SearchAly
Maorne # PLUS_INFINITY: ink = int.MaxYalue
AgainstHumanFlag # MIMUS_INFIMITY: int = -PLUS_IMFINITY
ComputerStartsFlag + Max_GOODMESS: int = PLUS_INFIMITY - 1
: - Operator
MegamaxFlag + MIMN_GOODNESS: ink = -MAx_GOODMNESS
AlphaBetaFlag
MoHinkFlag # Searchalg({State, ink)
# State { get; set; }: State
# Depth { get; set; +iint
# Goodness § get; set; +int
~ Oper { get; set; b1 Operator
# Positions § get; set; +1int
Minimax Negyamax
+ Minimax(State, ink) + MegamaxiState, int)
+ ToStringt) : string + TaStringt) : string
MinimaxAlphaBeta NegamaxAlphaBeta
- alpha: int - alpha: int
- beta: int - beta: int
+ MinimaxaAlphaBetaiState, int, int, int) + MegamaxAlphaBetalState, int, int, ink)
+ ToStringt) : string + TaStringt) : string

Figure 4.1. Classes representing state space, search algorithms, and game control.

e ComputerStartsFlag: if set, the computer will start the game, otherwise, the
human player is the starting player. Relevant only if AgainstHumanFlag is set.
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e NegamaxFlag: if set, the search algorithm used by the computer as a player and for
hints will be the negamax algorithm instead of the default minimax algorithm.

e AlphaBetaFlag: if set, alpha-beta pruning will be used during the search.
e NoHintFlag: if set, the program will not give hints to the human player(s).

As the name suggests, GameControl is the class responsible for controlling the game.
Its constructor takes the following arguments:

e the initial state

e game properties (as a combination of flags)

e a depth value used by the computer as a player

e a depth value used when computing a hint for the human player

The initial state is mandatory, the other three are optional arguments. By default, there
are no flags set, and both depth values are 5. PropertiesText gives the string repre-
sentation of the game properties; it is used by the ToString method. ComputeNextMove
computes the next move for the computer as a player or for giving a hint to the human
player. It takes the current state as its first argument, and uses one of the four search
algorithms to build a part of the game tree with the current node as root and choose
the most promising next move. The method returns the operator corresponding to this
move. The depth in which the game tree is to be explored by the search algorithm is
controlled by the second argument. After instantiating a new GameControl object, the
Play method should be called to start the game.

Each search algorithm is represented by a class derived from the abstract SearchAlg
class, which has the following members:

e PLUS_INFINITY and MINUS_INFINITY: these two integer constants are used inter-
nally as initial values for selecting the minimum or maximum of goodness values
that belong to the children of a particular node in the game tree. By default,
PLUS_INFINITY is int.MaxValue and MINUS_INFINITY is the negation of it. Note
that we cannot use int.MinValue as MINUS_INFINITY, because the negamax algo-
rithm may negate this value, which would cause an arithmetic overflow.

e MAX_GOODNESS and MIN_GOODNESS: these integers mark the lower and upper bounds
between which all concrete implementations of MinimaxGoodness and Negamax-
Goodness should return a value. By default, they have an absolute value one less
than PLUS_INFINITY, ensuring that they do not interfere with PLUS_INFINITY and
MINUS_INFINITY during minimum and maximum selection.

e State: the current game state represented by the current node in the game tree.

e Depth: the depth value in which the game tree is to be explored from the current
node.
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e Goodness: the goodness value of the current state after the relevant part of the
game tree (with the current node as root) has been fully explored.

e Oper: the operator that leads to the state to which Goodness is assigned, i.e., the
operator chosen as the next move.

e Positions: the total number of positions evaluated during graph exploration; used
mainly for debugging purposes.

As you can see, a SearchAlg object represents not only a particular search algorithm
but also a node in the game tree as well as the explored part of the game tree with
the current node as root. State and Depth may be considered as input data, whereas
Goodness, Oper, and Positions as output data, which may be queried after the search
has finished.

The four concrete algorithm classes are very similar to one another. As you can see
in Section 4.2, they all have a recursive constructor, which actually does the search.
MinimaxAlphaBeta and NegamaxAlphaBeta have two additional private fields for stor-
ing the current alpha and beta values, but they are only required by the ToString
method if we want them to be part of the string representation of the algorithm ob-
jects.

4.2 Various Implementations of Search Algorithms

This section covers three possible implementations of two algorithms: minimax algo-
rithm without alpha-beta pruning and negamax algorithm with alpha-beta pruning.
The C+# version conforms to the class diagram presented in the previous section, while
the two F# versions contain multiparadigm code in two different approaches.

4.2.1 The C# Implementation

Let’s see first the implementation of the abstract classes constituting the state-space
representation:

1  using System;

2  using System.Collections.Generic;

3

4  namespace StateSpace

5 A

6 public abstract class Operator

7 {

8 }

9

10 public class InvalidOperatorException : Exception
11 {

12 public InvalidOperatorException()
13 : base("No such operator!")

14 {
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15 }

16 }

17

18 public abstract class State

19 {

20 public static ICollection<Operator> Operators { get; set; }
21 public char Player { get; set; }

22

23 public void SwitchPlayer ()

24 {

25 Player = Player == ’A’ 7 ’B’ : ’A’;

26 }

27

28 public abstract bool EndState { get; }

29 public abstract bool AWon { get; }

30 public abstract bool BWon { get; }

31 public abstract bool PreCondition(Operator op) ;
32 public abstract State Apply(Operator op);

33 public abstract int MinimaxGoodness { get; }
34 public abstract int NegamaxGoodness { get; }
35 public abstract Operator ReadMove();

36 }

37}

These three classes resemble those with the same names presented in Section 3.2.
The main difference is in the members of the State class. As the Player property
is common to all concrete two-player games, it is more convenient to be defined here.
So is SwitchPlayer, a very simple method, used to switch the player in turn in the
current state. EndState, AWon, BWon, MinimaxGoodness, and NegamaxGoodness are
defined as abstract properties, while ReadMove is an abstract method.

The implementation of the four search algorithms follows:

1  using System;

2  using StateSpace;

3

4  namespace Game

5

6 abstract class SearchAlg

7 {

8 protected const int PLUS_INFINITY = int.MaxValue;
9 protected const int MINUS_INFINITY = -PLUS_INFINITY;
10 public const int MAX_GOODNESS = PLUS_INFINITY - 1;
11 public const int MIN_GOODNESS = -MAX_GOODNESS;

12

13 protected State State { get; set; }

14 protected int Depth { get; set; }

15 protected int Goodness { get; set; }

16 internal Operator Oper { get; set; }

17 protected int Positions { get; set; }



100 CHAPTER 4. SEARCH ALGORITHMS ON GAME TREES

18

19 protected SearchAlg(State state, int depth)

20 {

21 State = state;

22 Depth = depth;

23 Positions = 1;

24 }

25 }

26

27 class Minimax : SearchAlg

28 {

29 public Minimax(State state, int depth)

30 : base(state, depth)

31 {

32 if (state.EndState || depth == 0)

33 Goodness = state.MinimaxGoodness;

34 else

35 {

36 Goodness = state.Player == A’ 7 MINUS_INFINITY : PLUS_INFINITY;
37 foreach (Operator op in State.Operators)

38 if (state.PreCondition(op))

39 {

40 State newState = state.Apply(op);

41 Minimax newAlg = new Minimax(newState, depth - 1);
42 bool betterState = state.Player == ’A’ 7

43 newAlg.Goodness > Goodness :

44 newAlg.Goodness < Goodness;

45 if (betterState)

46 {

47 Goodness = newAlg.Goodness;

48 Oper = op;

49 }

50 Positions += newAlg.Positions;

51 }

52 }

53 }

54

55 public override string ToString()

56 {

57 return "Minimax[ state=" + State + ", depth=" + Depth +
58 ", operator=" + (Oper + ", goodness=" + Goodness +
59 ", number of evaluated positions=" + Positions + " ]";
60 }

61 }

62

63 class NegamaxAlphaBeta : SearchAlg

64 {

65 int alpha, beta;

66
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67 public NegamaxAlphaBeta(State state, int depth,

68 int _alpha = MINUS_INFINITY, int _beta = PLUS_INFINITY)
69 : base(state, depth)

70 {

71 alpha = _alpha;

72 beta = _beta;

73 if (state.EndState || depth == 0)

74 Goodness = state.NegamaxGoodness;

75 else

76 {

7 foreach (Operator op in State.Operators)

78 {

79 if (alpha >= beta)

80 break;

81 if (state.PreCondition(op))

82 {

83 State newState = state.Apply(op);

84 NegamaxAlphaBeta newAlg =

85 new NegamaxAlphaBeta(newState, depth - 1, -beta, -alpha);
86 if (-newAlg.Goodness > alpha)

87 {

88 alpha = -newAlg.Goodness;

89 Oper = op;

90 }

91 Positions += newAlg.Positions;

92 }

93 }

94 Goodness = alpha;

95 }

96 }

97

98 public override string ToString()

99 {

100 return "NegamaxAlphaBeta[ state=" + State + ", depth=" + Depth +
101 ", operator=" + QOper + ", goodness=" + Goodness +
102 ", alpha=" + alpha + ", beta=" + beta +

103 ", number of evaluated positions=" + Positions + " ]";
104 }

105 }

106 %

The SearchAlg abstract class has only four constant fields and five auto-implement-
ed properties; there are no methods common to the search algorithms. The constructor
initializes Positions to 1, which represents the root node of the subtree to be explored.
State and Depth are also initialized, although they are only used in the ToString
methods of the concrete algorithm classes.

As you can see, the presented two algorithm classes have the same structure: they
have a recursive constructor and a ToString method. In case of alpha-beta pruning,
two additional private fields are defined (alpha and beta), but only for debugging
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purposes. They can be omitted if we do not want to print their values in the ToString
method.

If we consider recursion as a functional programming element, then this code is
multiparadigm in itself. Exploring the game tree means that for each child node, a
new object is instantiated with the child node as root and with one less depth than in
the parent. If the current node is an end node or depth reaches zero, then recursion
is stopped, and the goodness value is set to whatever the evaluation function returns.
Otherwise, a minimum or maximum selection is performed among the goodness values
of each child node. Oper is set to the operator which results in the child node with the
best goodness value, and Positions will be the total number of nodes explored from
the current node as root (unless there is more than one path to reach a node, in which
case it will be counted multiple times).

The code listing clearly shows the difference between minimax and negamax algo-
rithms. Negamax is somewhat simpler because we do not have to check which player is
in turn in the current state—it works the same way in both cases. However, in games
where players can make several successive moves, negamax algorithm cannot be used.
For negamax algorithm to work, the game tree must be such that the distance from
the root to a node in which player A is in turn is even, and the distance from the root
to a node in which player B is in turn is odd. Minimax algorithm does not have this
restriction, because it works differently if player A is in turn or player B.

Alpha-beta pruning improves minimax and negamax algorithms by breaking the
foreach loop that traverses the children of the current node for finding the best move
when it turns out that there is no use exploring the remaining children.

Finally, here is the implementation of the GameControl class:

1 using System;

2  using StateSpace;

3

4  namespace Game

5 A

6 [Flags]

7 public enum GameProp : byte

8 {

9 None =0,
10 AgainstHumanFlag =1,
11 ComputerStartsFlag = 2,
12 NegamaxFlag = 4,
13 AlphaBetaFlag = 8,
14 NoHintFlag = 16
15 }

16
17 public class GameControl
18 {

19 const int DEPTH = 5;

20
21 bool againstHuman, computerStarts, negamax, alphaBeta, noHint;
22 int computerDepth, humanDepth;
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23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
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54
55
56
57
58
59
60
61
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63
64
65
66
67
68
69
70
71

State initState;

public GameControl(State initState,

GameProp properties = GameProp.None,

int computerDepth = DEPTH, int humanDepth = DEPTH)

this.initState = initState;
this.computerDepth = computerDepth;
this.humanDepth = humanDepth;

againstHuman = (properties & GameProp.AgainstHumanFlag)

computerStarts = (properties & GameProp.ComputerStartsFlag)

negamax = (properties & GameProp.NegamaxFlag)
!= GameProp.None;
alphaBeta = (properties & GameProp.AlphaBetaFlag)
!= GameProp.None;
noHint = (properties & GameProp.NoHintFlag)
!= GameProp.None;
}
private string PropertiesText
{
get
{

!= GameProp.None;

!= GameProp.None;

string s = "";
if (againstHuman)
s += "A human plays against a human.\n";
else
{
s += "A human plays against the computer.\n";
if (computerStarts)
s += "The computer starts the game.\n";
else
s += "The human starts the game.\n";
X
if (negamax)
s += "Searching using the negamax algorithm.\n";
else
s += "Searching using the minimax algorithm.\n";
if (alphaBeta)
s += "Using alpha-beta pruning.\n";
else
s += "Not using alpha-beta pruning.\n";
if (noHint)
s += "No hints.\n";
else
s += "With hints.\n";
return s;
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73
74
75
76
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78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118
119
120

private Operator ComputeNextMove(State state, int depth, string text)
{
SearchAlg searchAlg;
if (!negamax && !alphaBeta)
searchAlg = new Minimax(state, depth);
else if (negamax && 'alphaBeta)
searchAlg = new Negamax(state, depth);
else if (!negamax && alphaBeta)
searchAlg = new MinimaxAlphaBeta(state, depth);

else

searchAlg = new NegamaxAlphaBeta(state, depth);
Console.WriteLine("Current search algorithm: " + searchAlg + "\n");
Console.WriteLine(text + ": " + searchAlg.Oper + "\n");
return searchAlg.(Oper;

public void Play()

{
State state = initState;
while (!state.EndState)

{
Operator op;
Console.WritelLine("Current state: " + state);
if ('againstHuman && (state.Player == ’A’ && computerStarts ||
state.Player == ’B’ && !computerStarts))
op = ComputeNextMove (state, computerDepth, "Computer’s move");
else
{
if (!noHint)
ComputeNextMove (state, humanDepth, "Recommended move") ;
else
Console.WriteLine();
Console.WriteLine("The move of player ’" + state.Player +
" :\n");
op = state.ReadMove();
}
state = state.Apply(op);
}
Console.Write("The game is over. ");
if (state.AWon || state.BWon)
Console.WriteLine("The game is won by player ’" +
(state.AWon 7 ’A’ : ’B’) + "’ .");,
else

Console.WriteLine("The result is a tie.");
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121 public override string ToString()

122 {

123 return "Two-player game.\n" + PropertiesText;
124 }

125 }

126 %

GameProp is defined in a way as flags are usually defined: the values assigned to the
identifiers are the powers of 2. DEPTH is a named constant used by the constructor if
the caller omits the third and fourth argument. The constructor sets the initial state of
the game, the five game properties, and the look-ahead depths: one for the computer
player and one for the hints for the human player. PropertiesText gives the string
representation of the five game properties, which will be utilized by the ToString
method. The private ComputeNextMove method first determines the search algorithm
to be used for finding the next move, based on two of the game properties, then creates
an algorithm object of the appropriate type. The constructor of the algorithm object
selects the most promising move in the current game state, which is first printed and
then returned. The algorithm object itself too is printed after the search for debugging
purposes with all the relevant information regarding the search (such as the number of
evaluated positions).

The Play method is responsible for controlling the game flow. It first initializes
the current state with the initial state, then runs a while loop until the current state
becomes an end state. If it is the computer’s turn, the ComputeNextMove method is in-
voked with the appropriate look-ahead depth, otherwise, a move may be recommended
for the human player (again, using the ComputeNextMove method) unless the hints are
disabled, and then the human player’s move is read by the ReadMove method. Finally,
if an end state is reached, the result of the game is printed, and the game is over.

The Main Program

The main program is simpler than those in the previous chapter because now only the
Play method must be called after instantiating a GameControl object with the initial
state of a specific game (Nim, in this case):

1  using System;

2  using Game;

3

4  class Program

5 A

6 static void Main()

7 {

8 GameControl game = new GameControl (new Nim.NimState(),
9 GameProp.NegamaxFlag | GameProp.AlphaBetaFlag);
10 Console.WriteLine (game) ;

11 game .Play () ;

12 }

H
w
-
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This sample program will play a game of Nim using the negamax algorithm with
alpha-beta pruning. The user will play against the computer, the user will be the
starting player, the program will give hints to the user, and it will use the default
depth of 5 for computing the next move in each state for both the human player (i.e.,
for the hints) and itself.

4.2.2 The First F# Implementation

As in the previous chapter, the first F# version is very similar to the C# implemen-
tation, though there are some differences. Let’s see first the abstract classes Operator
and State:

namespace StateSpace
open System.Collections.Generic

type Operator() =

1

2

3

4

5 [<AbstractClass>]
6

7 class
8

end

10 [<AbstractClass>]
11  type State(?player) =

12 let player = defaultArg player ’A’

13 static let operators = HashSet<Operator>()
14 static member Operators = operators

15 member this.Player = player

16 member this.OtherPlayer =

17 if player = ’A’ then ’B’ else ’A’

18 abstract EndState : bool

19 abstract AWon : bool

20 abstract BWon : bool

21 abstract PreCondition : Operator -> bool
22 abstract Apply : Operator -> State

23 abstract MinimaxGoodness : int

24 abstract NegamaxGoodness : int

25 abstract ReadMove : unit -> Operator

26

27  exception InvalidQOperator

The differences between this code and its C# counterpart are the following:

e The static collection of operators is instantiated right here instead of the concrete
class of a game so that it does not have to be mutable.

e The implicit constructor of State now has an optional argument (player). This
way, the player field does not have to be mutable, because its value is only
“changed” when it is created.
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e For the same reason, an OtherPlayer property is introduced as a substitution for
the SwitchPlayer method. It does not change the value of player but returns the
player that is not the current one. It is used as an argument of the constructor
when creating a new state from the current state.

Here comes the source code of the search algorithms:

1  namespace Game

2

3 open StateSpace

4

5 [<AbstractClass>]

6 type SearchAlg(state : State, depth : int) =

7 [<DefaultValue>]

8 val mutable private goodness : int

9 [<DefaultValue>]

10 val mutable private oper : Operator

11

12 let mutable positions = 1

13

14 static member internal PLUS_INFINITY = System.Int32.MaxValue
15 static member internal MINUS_INFINITY = -SearchAlg.PLUS_INFINITY
16 static member MAX_GOODNESS = SearchAlg.PLUS_INFINITY - 1
17 static member MIN_GOODNESS = -SearchAlg.MAX_GOODNESS

18

19 member internal this.State = state

20 member internal this.Depth = depth

21 member internal this.Goodness

22 with get () = this.goodness

23 and set value = this.goodness <- value

24 member internal this.Oper

25 with get () = this.oper

26 and set value = this.oper <- value

27 member internal this.Positions

28 with get () = positions

29 and set value = positions <- value

30

31 type internal Minimax(state, depth) as this =

32 inherit SearchAlg(state, depth)

33

34 do

35 if state.EndState || depth = O then

36 this.Goodness <- state.MinimaxGoodness

37 else

38 this.Goodness <- if state.Player = ’A’

39 then SearchAlg.MINUS_INFINITY
40 else SearchAlg.PLUS_INFINITY
41 State.Operators

42 |> Seq.filter (fun op -> state.PreCondition(op))
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|> Seq.iter (fun op ->
let newState = state.Apply(op)
let newAlg = Minimax(newState, depth - 1)
let betterState =
if state.Player = ’A°
then newAlg.Goodness > this.Goodness
else newAlg.Goodness < this.Goodness
if betterState then
this.Goodness <- newAlg.Goodness
this.Oper <- op
this.Positions <- this.Positions + newAlg.Positions)

override this.ToString() =
sprintf "Minimax[ state=)0, depth=/d, operator=40, \
goodness=/d, number of evaluated positions=jd ]"
this.State this.Depth this.Oper this.Goodness this.Positions

type internal NegamaxAlphaBeta(state, depth, 7alpha, 7beta) as this =
inherit SearchAlg(state, depth)

let mutable alpha = defaultArg alpha SearchAlg.MINUS_INFINITY
let mutable beta = defaultArg beta SearchAlg.PLUS_INFINITY

do
if state.EndState || depth = O then
this.Goodness <- state.NegamaxGoodness
else
State.0Operators
|> Seq.takeWhile (fun _ -> alpha < beta)
|> Seq.filter (fun op -> state.PreCondition(op))
|> Seq.iter (fun op ->
let newState = state.Apply(op)
let newAlg = NegamaxAlphaBeta(newState, depth - 1,
-beta, -alpha)
if -newAlg.Goodness > alpha then
alpha <- -newAlg.Goodness
this.0Oper <- op
this.Positions <- this.Positions + newAlg.Positions)
this.Goodness <- alpha

override this.ToString() =
sprintf "NegamaxAlphaBeta[ state=/%0, depth=}d, operator=40, \
goodness=Jd, alpha=yd, beta=id, \
number of evaluated positions=J/d 1" this.State this.Depth
this.Oper this.Goodness alpha beta this.Positions

The abstract SearchAlg class has three mutable fields, two of which (goodness and

oper) having no explicit initial values; they are initialized with the default values of
their types (0 and null, respectively). Besides them, the class contains nine members:
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four constant fields, two immutable properties, and three mutable properties. The
immutable properties serve as input, the mutable properties serve as output of the
search algorithms.

The two algorithm classes are very much like their respective C# counterparts. The
only difference is that they use higher-order functions from the Seq module to simulate
imperative control structures: takeWhile is substituted for break, filter for if, and
iter for foreach. Although the mechanisms are different, these functions—applied
in chain using the forward pipe (|>) operator—give the same result as the imperative
language constructs.

And now, let’s see the implementation of the GameControl class:

1  namespace Game

2

3  open System

4  open StateSpace

5

6 [<Flags>]

7  type GameProp =

8 | None = 0b00000000
9 | AgainstHumanFlag = 0b00000001
10 | ComputerStartsFlag = 0b00000010
11 | NegamaxFlag = 0b00000100
12 | AlphaBetaFlag = 0b00001000
13 | NoHintFlag = 0b00010000
14

15  type GameControl(initState, ?properties, 7computerDepth, ThumanDepth) =
16 static let DEPTH = 5

17

18 let properties = defaultArg properties GameProp.None

19 let computerDepth = defaultArg computerDepth DEPTH

20 let humanDepth = defaultArg humanDepth DEPTH

21

22 let againstHuman = properties &&& GameProp.AgainstHumanFlag
23 <> GameProp.None

24 let computerStarts = properties &&& GameProp.ComputerStartsFlag
25 <> GameProp.None

26 let negamax = properties &&& GameProp.NegamaxFlag
27 <> GameProp.None

28 let alphaBeta = properties &&& GameProp.AlphaBetaFlag
29 <> GameProp.None

30 let noHint = properties &&& GameProp.NoHintFlag

31 <> GameProp.None

32

33 member internal this.PropertiesText =

34 (if againstHuman then

35 "A human plays against a human.\n"

36 else

37 "A human plays against the computer.\n" +

38 (if computerStarts then
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39 "The computer starts the game.\n"

40 else

41 "The human starts the game.\n")) +

42 (if negamax then

43 "Searching using the negamax algorithm.\n"

44 else

45 "Searching using the minimax algorithm.\n") +
46 (if alphaBeta then

47 "Using alpha-beta pruning.\n"

48 else

49 "Not using alpha-beta pruning.\n") +

50 (if noHint then

51 "No hints.\n"

52 else

53 "With hints.\n")

54

55 member this.Play() =

56 let rec doWork (state : State) =

o7 let computeNextMove depth text =

58 let searchAlg : SearchAlg =

59 if not negamax && not alphaBeta then

60 upcast Minimax(state, depth)

61 elif negamax &% not alphaBeta then

62 upcast Negamax(state, depth)

63 elif not negamax && alphaBeta then

64 upcast MinimaxAlphaBeta(state, depth)
65 else

66 upcast NegamaxAlphaBeta(state, depth)
67 printfn "Current search algorithm: %0\n" searchAlg
68 printfn "¥s: J0\n" text searchAlg.Oper

69 searchAlg.Oper

70

71 if state.EndState then

72 printf "The game is over. "

73 if state.AWon || state.BWon then

74 printfn "The game is won by player ’Jc’."
75 (if state.AWon then ’A’ else ’B’)

76 else

7 printfn "The result is a tie."

78 else

79 printfn "Current state: 0" state

80 if not againstHuman &&

81 (state.Player = ’A’ && computerStarts ||
82 state.Player = ’B’ && not computerStarts) then
83 let op = computeNextMove computerDepth
84 "Computer’s move"

85 doWork (state.Apply(op))

86 else

87 if not noHint then
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88 computeNextMove humanDepth "Recommended move"
89 |> ignore

90 else

91 printfn ""

92 printfn "The move of player ’J%c’:\n" state.Player
93 doWork (state.Apply(state.ReadMove()))

94

95 doWork initState

96

97 override this.ToString() =

98 "Two-player game.\n" + this.PropertiesText

The major difference from the C# version lies in the Play method. While the main
control structure in the C# code is a while loop, in F#, a recursive inner function
(doWork) is responsible for the control of the game. The Play method itself does only
one thing: it calls doWork with initState as its argument; the rest is done by doWork.
All recursive functions consist of branches, some of which stop recursion. In our case,
doWork has three branches. If the parameter state is an end state, the result is printed,
and recursion is stopped. The second branch is evaluated if it is the computer’s turn in
the current state: computeNextMove computes the best move for the computer player,
the corresponding operator is applied to the current state, and the game is continued
by a tail-recursive call with the new state as an argument. If the human player is in
turn, the third branch is evaluated. If hints are on, then again computeNextMove is
called, but its return value is discarded—the recommended move will be printed as
a side effect. The ReadMove method reads the human player’s next move, which is
executed, and the game continues again with a tail-recursive call.

computeNextMove is now a local function of doWork. This way, it needs only two
arguments, since state, as a parameter of the enclosing function, is also accessible
from the inner function. The other notable difference here is the excessive use of the
upcast operator for converting the various concrete algorithm types to their common
base type of SearchAlg.

The Main Program

A very simple main function that behaves exactly like the C# main program may look
like this:

open Game

let main () =
let game = GameControl (Nim.NimState(),
GameProp.NegamaxFlag ||| GameProp.AlphaBetaFlag)
printfn "}0" game
game .Play ()

N OOt W N~
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4.2.3 The Second F# Implementation

We

can make the same modifications to the first F# version as in the previous chapter

to make our code more functional:

We can get rid of the concrete algorithm classes and replace them with functions.
As the constructors of these classes were recursive, the replacement functions will
be recursive too.

The ToString methods of the concrete algorithm classes can be made inline in the
computeNextMove function because they were only used once in the code.

The GameControl class can be replaced with a play function, which takes the
same parameters as the constructor of the GameControl class. No extra algorithm
parameter is required in this case, because the search algorithm to be used is now
determined based on the game properties.

A private enumeration type will be used to deal with the possible search algorithms.

Two new immutable types will be introduced to store the data used by the search
algorithms: one for the minimax and negamax algorithms, and another for the
algorithms using alpha-beta pruning. Both the parameter and the return value of
each algorithm function will be of these types.

The StateSpace namespace remains the same in this implementation as in the

first one. Let’s see now the listing of the functions implementing the different search

algorithms:
1 module Game
2
3  open System
4  open StateSpace
5
6 let intermal PLUS_INFINITY = Int32.MaxValue
7 let internmal MINUS_INFINITY = -PLUS_INFINITY
8 let MAX_GOODNESS = PLUS_INFINITY - 1
9 let MIN_GOODNESS = -MAX_GOODNESS
10
11  type internal SearchAlgData(state : State, depth, goodness,
12 oper, positions) =
13 member internal this.State = state
14 member internal this.Depth = depth
15 member internal this.Goodness = goodness
16 member internal this.Oper = oper
17 member internal this.Positions = positions
18
19  type internal AlphaBetaData(state, depth, goodness, oper,
20 positions, alpha, beta) =
21 inherit SearchAlgData(state, depth, goodness, oper, positions)

N
N
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let

let

let

member internal this.Alpha = alpha
member internal this.Beta = beta

private initMinimaxGoodness (state : State) =
if state.Player = ’A’ then MINUS_INFINITY else PLUS_INFINITY

rec internal minimaxAlg (data : SearchAlgData) =
if data.State.EndState || data.Depth = O then
SearchAlgData(data.State, data.Depth, data.State.MinimaxGoodness,
data.Oper, data.Positions)
else
State.Operators
|> Seq.filter (fun op -> data.State.PreCondition(op))
|> Seq.fold (fun acc op ->
let newState = acc.State.Apply(op)
let newAlg =
minimaxAlg
(SearchAlgData(newState, acc.Depth - 1,
initMinimaxGoodness newState, None, 1))
let newPos = acc.Positions + newAlg.Positions
let betterState = if data.State.Player = ’A’
then newAlg.Goodness > acc.Goodness
else newAlg.Goodness < acc.Goodness
if betterState then
SearchAlgData(acc.State, acc.Depth,
newAlg.Goodness, Some op, newPos)
else
SearchAlgData(acc.State, acc.Depth,
acc.Goodness, acc.Oper, newPos)
) data

rec internal negamaxAlphaBeta (data : AlphaBetaData) =
if data.State.EndState || data.Depth = 0 then
AlphaBetaData(data.State, data.Depth, data.State.NegamaxGoodness,
data.Oper, data.Positions, data.Alpha, data.Beta)
else
State.Operators
|> Seq.filter (fun op -> data.State.PreCondition(op))
|> Seq.fold (fun acc op ->
if acc.Alpha >= acc.Beta then
acc
else
let newState = acc.State.Apply(op)
let newhAlg =
negamaxAlphaBeta
(AlphaBetaData(newState, acc.Depth - 1, 0,
None, 1, -acc.Beta, -acc.Alpha))
let newPos = acc.Positions + newAlg.Positions
if -newAlg.Goodness > acc.Alpha then
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72 AlphaBetaData(acc.State, acc.Depth,

73 -newAlg.Goodness, Some op,

74 newPos, -newAlg.Goodness, acc.Beta)
75 else

76 AlphaBetaData(acc.State, acc.Depth, acc.Alpha,

77 acc.Oper, newPos, acc.Alpha, acc.Beta)

78 ) data

SearchAlgData is a class with the same members as SearchAlg in the previous im-
plementation. A big difference is that now all members are immutable. AlphaBetaData
is derived from SearchAlgData and extends it with two additional members (Alpha
and Beta). They contain both input and output data of search algorithms. They could
also be record types, but then it would be cumbersome to refer to the common part
in an AlphaBetaData record. On the other hand, it would be more convenient to copy
objects of these types using record expressions.

initMinimaxGoodness is just a helper function to make the code more readable in
functions minimaxAlg and computeNextMove. It returns the initial goodness value of
a state depending on the player in turn needed by the minimax algorithm.

The main differences between the first and second implementations regarding the
search algorithms themselves are the following:

e The parameter of the algorithm functions in the second implementation is an ob-
ject of type SearchAlgData or AlphaBetaData, which contains all the input data
required by the algorithm. The parameters of the constructors in the first imple-
mentation are only the input data as individual parameters.

e The return value of the algorithm functions in the second implementation is an
object of type SearchAlgData or AlphaBetaData, which contains all the output
data produced by the algorithm. The constructors in the first implementation
return the algorithm object storing the output data in its mutable members.

e The minimum or maximum selection in the second implementation is performed by
the Seq.fold higher-order function generating a number of intermediate Search-
AlgData objects but without changing state. The same result is achieved by the first
implementation using the Seq.iter higher-order function by changing the values of
the mutable properties of the same object without generating intermediate objects.

e In alpha-beta pruning, the first implementation uses Seq.takeWhile to stop itera-
tion over operators if necessary. The second implementation does not stop iteration
in this case, but the inner lambda function will return the same intermediate object
(acc) until the iteration finishes. We cannot use Seq.takeWhile, because the al-
pha and beta values of the intermediate objects are not accessible outside the inner
lambda function of Seq.fold.

e The initial values of goodness, alpha, and beta (PLUS_INFINITY or MINUS_INFIN-
ITY) are set at the beginning of the constructors in the first implementation. In
the second implementation, these initial values are set by the computeNextMove
function when calling the appropriate algorithm function.
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Here is the remaining part of the Game module:

140  type private AlgorithmType =

141 | Minimax =1
142 | Negamax =2
143 | MinimaxAlphaBeta = 3
144 | NegamaxAlphaBeta = 4
145

146  [<Flags>]
147  type GameProp =

148 | None = 0b00000000
149 | AgainstHumanFlag = 0b00000001
150 | ComputerStartsFlag = 000000010
151 | NegamaxFlag = 0b00000100
152 | AlphaBetaFlag = 0b00001000
153 | NoHintFlag = 0b00010000
154

155  let play initState properties computerDepth humanDepth =
156 let DEPTH = 5

157

158 let properties = defaultArg properties GameProp.None

159 let computerDepth = defaultArg computerDepth DEPTH

160 let humanDepth = defaultArg humanDepth DEPTH

161

162 let againstHuman = properties &&& GameProp.AgainstHumanFlag
163 <> GameProp.None

164 let computerStarts = properties &&& GameProp.ComputerStartsFlag
165 <> GameProp.None

166 let negamax = properties &&& GameProp.NegamaxFlag
167 <> GameProp.None

168 let alphaBeta = properties &&& GameProp.AlphaBetaFlag
169 <> GameProp.None

170 let noHint = properties &&& GameProp.NoHintFlag
171 <> GameProp.None

172

173 let printGameInfo () =

174 printfn "Two-player game."

175 if againstHuman then

176 printfn "A human plays against a human."

177 else

178 printfn "A human plays against the computer."

179 if computerStarts then

180 printfn "The computer starts the game."

181 else

182 printfn "The human starts the game."

183 if negamax then

184 printfn "Searching using the negamax algorithm."
185 else

186 printfn "Searching using the minimax algorithm."
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188
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if alphaBeta then

printfn "Using alpha-beta pruning."
else

printfn "Not using alpha-beta pruning."
if noHint then

printfn "No hints."
else

printfn "With hints."

printfn ""

let rec doWork (state : State) =
let computeNextMove depth text =
let algorithm =
if not negamax && not alphaBeta then
AlgorithmType.Minimax
elif negamax && not alphaBeta then
AlgorithmType.Negamax
elif not negamax && alphaBeta then
AlgorithmType.MinimaxAlphaBeta
else
AlgorithmType.NegamaxAlphaBeta
let data =
match algorithm with
| AlgorithmType.Minimax ->
minimaxAlg
(SearchAlgData(state, depth,
initMinimaxGoodness state, None, 1))
| AlgorithmType.Negamax ->
negamaxAlg (SearchAlgData(state, depth,
MINUS_INFINITY, None, 1))
| AlgorithmType.MinimaxAlphaBeta ->
minimaxAlphaBeta
(AlphaBetaData(state, depth, 0, None, 1,
MINUS_INFINITY, PLUS_INFINITY))
:> SearchAlgData
| AlgorithmType.NegamaxAlphaBeta ->
negamaxAlphaBeta
(AlphaBetaData(state, depth, O, None, 1,
MINUS_INFINITY, PLUS_INFINITY))
:> SearchAlgData
| _ >
failwith "Invalid game tree search algorithm"
printf "Current search algorithm: %0" algorithm
printf "[ state=%0, depth=Jd, operator=40, goodness=id, "
data.State data.Depth
data.0Oper.Value data.Goodness
if alphaBeta then
let alphaBetaData = data :7> AlphaBetaData
printf "alpha=}d, beta=%d, "
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236 alphaBetaData.Alpha alphaBetaData.Beta
237 printfn "number of evaluated positions=/d ]\n"

238 data.Positions

239 printfn "Ys: /0\n" text data.Oper.Value

240 data.Oper.Value

241

242 if state.EndState then

243 printf "The game is over. "

244 if state.AWon || state.BWon then

245 printfn "The game is won by player ’Jc’."

246 (if state.AWon then ’A’ else ’B’)

247 else

248 printfn "The result is a tie."

249 else

250 printfn "Current state: 0" state

251 if not againstHuman &&

252 (state.Player = ’A’ && computerStarts ||

253 state.Player = ’B’ && not computerStarts) then
254 let op = computeNextMove computerDepth "Computer’s move"
255 doWork (state.Apply(op))

256 else

257 if not noHint then

258 computeNextMove humanDepth "Recommended move"
259 |> ignore

260 else

261 printfn ""

262 printfn "The move of player ’Jc’:\n" state.Player
263 doWork (state.Apply(state.ReadMove()))

264

265 printGameInfo ()

266 doWork initState

AlgorithmType is not a discriminated union but an enumeration for two reasons:
e there are no special properties of the individual search algorithms,

e we use the identifiers defined in the enumeration as the names of the algorithms
when printing the search information in the computeNextMove function, and for
that, it is easier to use the ToString method of the Enum class than writing our
own ToString implementation.

The play function begins with initializing some local values that were private fields
of the GameControl class in the first implementation. Then two helper functions fol-
low: printGameInfo plays the role of the ToString method and the PropertiesText
property of the GameControl class, while doWork is a recursive function actually re-
sponsible for the game control (just like in the first implementation). The body of the
play function consists only of calls to these helper functions.

The doWork function works exactly the same way in both implementations. The
differences lie between the two local computeNextMove functions:
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e The second implementation first sets the algorithm value to the appropriate iden-
tifier of the AlgorithmType enumeration. This value is then used in a match ex-
pression to determine which search algorithm is to be used, and one more time
later, when printing the results of the search to the output: the identifier will serve
as the name of the used algorithm.

e As I previously mentioned, the algorithm functions must be given an argument of
type SearchAlgData or AlphaBetaData with all the initial values the algorithm re-
quires. In the first implementation, only state and depth were given as arguments
to the appropriate constructor; all other values were initialized by the constructor.

e After the search has finished, all relevant search information is printed to the output.
In the second implementation, this is done inline, whereas the first implementation
used the ToString method of the algorithm object to achieve the same result.

The Main Program

The main program now consists only of a call to the play function with four arguments,
as F# functions may not have optional arguments:

open Game

1
2
3 let main () =

4 play (Nim.NimState())

5 (Some (GameProp.NegamaxFlag ||| GameProp.AlphaBetaFlag))
6 None None

4.2.4 Comparing the Three Implementations

The implementations presented in this chapter resemble one another to a greater extent
than those in the previous chapter. It is because now even the original C# version used
recursion in the implementation of the search algorithms, so the code could be made
more functional only by replacing mutable data and assignments with immutable data
and higher-order functions working with them. However, these modifications did not
make the code shorter or more readable.

The most conspicuous difference between the second F# implementation and the
other two is that it contains only one mutable data structure: the Operators property
of the State class. It could be easily replaced with a sequence, but it would cause no
increase in the abstraction level; Operators is used as a sequence everywhere in the
code anyway.

The algorithms are the same, the approach is different, but students too are differ-
ent, so some of them may better understand the algorithms based on a more functional
approach than on a pure object-oriented code. For example, the Seq.fold function
using a lambda expression with an accumulator parameter (acc) may better describe
how minimum or maximum selection is performed for students who think recursively
(functionally).
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The observations made regarding the various implementations of search algorithms
for single-agent problems are valid for search algorithms on game trees too. Table 4.1
shows the same code metrics discussed in Section 3.2:

C# | F# ver. 1 | F# ver. 2
Lines of code 359 252 261
Number of classes 8 8 4
Number of functions 14 14 11

Table 4.1. Some code metrics.

It is interesting to see that the number of lines in the second F# implementation is a
little greater than in the first one. This too shows that we could not benefit much from
converting the algorithm classes and the GameControl class into functions, and from
replacing mutable data with immutable data. On the other hand, there are fewer classes
and fewer functions in the second F# implementation. The reason for fewer classes
is the substitution of functions for six classes; only State and Operator remained as
classes. However, two new classes were introduced for storing search information, this
is why there are four classes instead of two. The decrease in the number of functions
comes mainly from eliminating the ToString methods of the four algorithm classes.

4.3 Implementing Specific Problems

Just like single-agent problems, two-player games can also be challenging when it comes
to creating or implementing their state-space representation. However, the most chal-
lenging job in this case is typically not the representation of the precondition or appli-
cation of operators but finding a usable evaluation function for computing the goodness
value of states. If it is simple, it may not give a correct estimation of the goodness; if it
is too complicated, it may take a lot of time to execute. We have to find a compromise
between the two, which may be easier thinking functionally.

In this section, I present the state-space representation and two implementations
of a simple and well-known two-player game: Nim. It is usually used as an example in
the seminars of Introduction to Artificial Intelligence as well at our university because
of its simplicity.

The Problem

Nim is a sort of “take-away game,” in which players alternately remove objects from
distinct heaps, and the player who takes the last object wins (or loses). There are a
number of variants of this game, depending on how many heaps of objects exist initially,
how many objects a player may take away in one move, and whether the player who
makes the last move wins or loses. We will now consider the following game:

e There are initially 3 heaps of objects, containing 2, 4, and 3 objects, respectively.
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e Players move alternately, and they can remove any positive number of objects from
exactly one heap.

e The player who cannot move, loses. This happens when there are no more objects
left in any of the heaps. In other words, the player who makes the last move wins.

State-Space Representation

Let’s denote the heaps with the numbers 1, 2, and 3. A relevant property of the game
is the number of objects in each heap. We can limit the maximum number of objects
in each heap to MAX = 10. As each heap may contain any number of objects between
0 and MAX, we can assign the same base set to each heap:

Hy = Hy = H; ={0,1,..., MAX}

Another relevant property of the game is the player in turn. Let’s denote the players
with the letters A and B. We can then define the following base set:

P ={A, B}
The states of the game will be elements of the Cartesian product of these base sets:
S C Hy x Hy x H3 x P =1{(0,0,0, 4), (0,0,0, B),
(0,0,1, 4), (0,0,1, B),
(MAX, MAX, MAX, A), (MAX, MAX, MAX, B)}

As all the elements of the H; x Hy x H3 x P set are valid states of our problem, there
is no need for any constraints to narrow this set, i.e., the state space of the problem
will be exactly this set:

S:H1XH2XH3XP

At the initial state, we have 2, 4, and 3 objects in the respective heaps, and player A
is in turn:
start = (2,4,3,A) € S

The set of end states consists of two elements, in which each heap is empty:
£={(0,0,0,p)t c S

If p = A, the winner is player B, otherwise the winner is player A. There is no tie in
this game. The set of operators contains 3 - MAX elements:

O = {Move(heap, number)}
where

heap € {1,2,3}
number € {1,2,..., MAX}

The Move(heap, number) operator is applicable to state h = (hy, ho, hg,p) € S if the
following precondition is met:
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e there are at least number objects in heap heap:

Rheap = number

The application of the Move(heap, number) operator to state h = (hy,he, hs,p) € S

results in a new state h' = (hf, h}, b5, p') € S where

7

h; — number if i = heap,
h; otherwise,

and
) {A if p= B,
p =

B otherwise.

By defining the S state space, the start initial state, the £ set of end states, and the O
set of operators, we have given a possible g = (S, start, £, O) state-space representation
of our game.

The C# Implementation

Figure 4.2 shows the two classes representing the states and operators of this particular
problem.

NimState has two constant fields: one for the number of heaps and another for the
maximum number of objects in each heap. heaps is an array of integers that stores
the current number of objects in each heap. Note that the player in turn is declared
in the State class. The NimMove class has two properties (Heap and Number), which
correspond to the parameters of the Move operator.

A possible C# implementation of these two classes is the following:

1 using System;

2  using System.Collections.Generic;

3  using System.Text;

4  using StateSpace;

5 using Game;

6

7 namespace Nim

8 {

9 class NimMove : Operator

10 {

11 internal int Heap { get; private set; }
12 internal int Number { get; private set; }
13

14 public NimMove(int heap, int number)

15 {

16 Heap = heap;

17 Number = number;

18 }

—_
©
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NimS5tate
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Figure 4.2. Classes representing a specific game.

20 public override string ToString()

21 {

22 return "NimMove[ heap=" + Heap + ", number=" + Number + " ]";
23 }

24 }

25

26 class NimState : State

27 {

28 const int NUMBER_OF_HEAPS = 3;

29 const int MAX_NUMBER = 10;
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static NimState()
{
Operators = new HashSet<Operator>();
for (int h = 1; h <= NUMBER_OF_HEAPS; ++h)
for (int num = 1; num <= MAX_NUMBER; ++num)
Operators.Add(new NimMove(h, num));
}

int[] heaps;

public NimState()
{

Player = ’A’;

heaps = new int[] {2, 4, 3};
}

NimState (NimState parent)

{
Player = parent.Player;
heaps = new int[NUMBER_OF_HEAPS] ;
parent.heaps.CopyTo (heaps, 0);

}

public override bool EndState
{
get
{
foreach (int num in heaps)
if (num != 0)
return false;
return true;
}
}

public override bool AWon
{
get
{
return EndState && Player == ’B’;
¥
}

public override bool BWon
{
get
{
return EndState && Player == ’A’;
}
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79 }

80

81 public override int MinimaxGoodness

82 {

83 get

84 {

85 int nega = NegamaxGoodness;

86 return Player == ’A’ 7 nega : -nega;

87 }

88 }

89

90 public override int NegamaxGoodness

91 {

92 get

93 {

94 int sum = 0;

95 foreach (int num in heaps)

96 sum ~= num;

97 return sum != O 7 SearchAlg.MAX_GOODNESS
98 : SearchAlg.MIN_GOODNESS;
99 }

100 }

101

102 public override bool PreCondition(Operator op)
103 {

104 if (op is NimMove)

105 {

106 NimMove move = (NimMove)op;

107 return heaps[move.Heap - 1] >= move.Number;
108 }

109 else

110 throw new InvalidOperatorException();
111 }

112

113 public override State Apply(Operator op)

114 {

115 if (op is NimMove)

116 {

117 NimState newState = new NimState(this);
118 NimMove move = (NimMove)op;

119 newState.heaps[move.Heap - 1] -= move.Number;
120 newState.SwitchPlayer();

121 return newState;

122 }

123 else

124 throw new InvalidOperatorException();
125 }

126

127 public override Operator ReadMove ()
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128 {

129 Operator op;

130 while (true)

131 {

132 Console.WriteLine ("Enter your move:");

133 Console.Write("Heap: ");

134 int heap = int.Parse(Console.ReadLine());
135 Console.Write ("Number: ");

136 int number = int.Parse(Console.ReadLine());
137 if (heap < 1 || heap > NUMBER_OF_HEAPS ||
138 number < 1 || number > MAX_NUMBER)

139 {

140 Console.WriteLine("Invalid operator!");
141 continue;

142 }

143 op = new NimMove(heap, number) ;

144 if (PreCondition(op))

145 break;

146 else

147 Console.WriteLine("This operator cannot be applied!");
148 }

149 Console.WriteLine();

150 return op;

151 }

152

153 public override string ToString()

154 {

155 StringBuilder sb = new StringBuilder("NimState[ heaps=(");
156 for (int h = 0; h < heaps.Length; ++h)

157 {

158 if (h > 0)

159 sb.Append(’,?);

160 sb.Append (heaps[h]) ;

161 }

162 return sb.Append("), player=’" + Player + "’ 1").ToString();
163 }

164 }

165 %}

The NimMove class has no interesting elements.

NimState starts with the definition of the two named constants, followed by the
static constructor, which generates all the possible operator objects (30 in this case)
and adds them to the Operators set. Then comes the definition of heaps and two con-
structors: the public default constructor constructs the initial state, while the private
copy constructor constructs a clone of its parameter. EndState, AWon, and BWon are
very simple properties in this game. The current state is an end state if all the heaps
are empty, and a player has won the game if the current state is an end state and the
other player is in turn.

In the case of this game, it is easier to compute the goodness value of a state
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based only on the position, i.e., independently on the player in turn. This is why
MinimaxGoodness is defined in terms of NegamaxGoodness. If the player in turn is
player A, they are equal, otherwise, they are the negative of each other. For the player
in turn, we can give a perfect heuristic. This means that we can tell about each possible
position whether it is a winner or a loser position. It is a well-known fact that if the
“nim-sum” (exclusive or) of the numbers of objects in each heap is zero, then it is a loser
position for the player in turn, otherwise, it is a winner position. As a consequence,
the search algorithms will find the winner move even if the depth of the search is set
to 1.

The PreCondition and Apply methods are fairly simple in this game, and they
have the same skeleton as the same methods in the previous chapter. Note that the
Apply method uses the inherited SwitchPlayer method to change the player in turn.
We can do this as a part of all operator applications because in Nim, players always
move alternately, i.e., no two consecutive moves are made by the same player.

The ReadMove method reads from the input the heap number and the number
of objects to remove in an infinite loop until the user enters a valid move. Then,
the corresponding operator object is created, and its precondition is checked. If the
operator is applicable, the method breaks the infinite loop and returns the operator.
Finally, the ToString method is very simple too: the number of objects in each heap
is printed one after the other, followed by the player in turn.

The F# Implementation
Let’s see now a multiparadigm implementation of the NimMove and NimState classes:

module Nim

1

2

3  open System

4  open System.Text
5 open StateSpace
6 open Game

7

8

type NimMove (heap, number) =

9 inherit Operator()

10

11 member this.Heap = heap

12 member this.Number = number

13

14 override this.ToString() =

15 sprintf "NimMove[ heap=/d, number=jd 1" heap number
16

17  type NimState private (player) =
18 inherit State(player)

19

20 static let NUMBER_OF_HEAPS = 3
21 static let MAX_NUMBER = 10

22

23 let heaps = [|2; 4; 3I]
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24
25
26
27
28
29
30
31
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65
66
67
68
69
70
71
72

static do
for h in 1 .. NUMBER_OF_HEAPS do
for num in 1 .. MAX_NUMBER do
State.Operators.Add (NimMove (h, num)) |> ignore

member private this.Heaps = heaps

new() =
NimState(’A’)

private new(parent : NimState, move : NimMove) as this =
NimState(parent.0OtherPlayer) then
parent.Heaps.CopyTo (this.Heaps, 0)
this.Heaps. [move.Heap - 1] <-
this.Heaps. [move.Heap - 1] - move.Number

override this.EndState =
Array.fold (fun acc num -> acc &% num = 0) true heaps

override this.AWon =

this.EndState && this.Player = ’B’
override this.BWon =
this.EndState && this.Player = A’

override this.MinimaxGoodness =
let nega = this.NegamaxGoodness
if this.Player = ’A’ then nega else -nega

override this.NegamaxGoodness =
let sum = Array.fold (fun acc num -> acc num) O heaps
if sum <> O then MAX_GOODNESS else MIN_GOODNESS

override this.PreCondition(op) =
match op with
| :? NimMove as move ->
heaps. [move.Heap - 1] >= move.Number
| _ >
raise InvalidOperator

override this.Apply(op) =
match op with
| :? NimMove as move ->
upcast NimState(this, move)
| - >

raise InvalidOperator

override this.ReadMove() =
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73
74
75
76
7
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98

for

printfn "Enter your move:"

printf "Heap: "

let heap = Int32.Parse(Console.ReadLine())

printf "Number: "

let number = Int32.Parse(Console.ReadLine())

if heap < 1 || heap > NUMBER_OF_HEAPS ||
number < 1 || number > MAX_NUMBER then
printfn "Invalid operator!"
this.ReadMove ()

else

let op = NimMove(heap, number)
if this.PreCondition(op) then
printfn ""
upcast op
else

printfn "This operator cannot be applied!"
this.ReadMove ()

override this.ToString() =
let sb = StringBuilder("NimState[ heaps=(")
for h in 0 .. heaps.Length - 1 do
if h > 0 then
sb.Append(’,’) |> ignore
sb.Append (heaps. [h]) [|> ignore
sb.Append ("), player=’" + this.Player.ToString() +
"2 I") . ToString ()

Although this code works similarly to the C# code (for example, it uses an array
storing the number of objects in the heaps), there are some substantial differences:

The NimState class has now three constructors. The private implicit constructor
sets the player in turn to the given argument and initializes the heaps array to the
initial position. The public default constructor constructs the initial state of the
game by calling the implicit constructor with player A as an argument. The third
constructor is private too; it is responsible for the actual operator application. It
takes two parameters: a parent state and an operator to be applied to the parent
state. First, the implicit constructor is called with the OtherPlayer property of the
parent state as an argument, as we have to switch players as part of the operator
application. Then, the heaps array is copied from the parent to the current state
and modified according to the operator. This way, the only job of the Apply method
will be to call this constructor and return the newly constructed state, so it does
not have to change any state. Because of this, we could easily replace the type of
heaps with an immutable list and make the entire code purely functional; although
it would not result in a shorter or more readable code.

The EndState and NegamaxGoodness properties use the Array.fold higher-order
function instead of foreach loops to perform different kinds of summation on the
heaps array. It results in a more succinct code but also less efficient in the case
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of EndState because Array.fold traverses the whole array, whereas the foreach
loop stops if the current element is not zero.

e The Apply method is much simpler than in the C# code because after checking
whether the argument operator is of the correct type, it just calls the third con-
structor, which actually performs the operator application.

e Instead of an infinite loop, the ReadMove method now recursively calls itself if the
user enters an invalid or inapplicable move.



CHAPTER 5

A New Methodology for Teaching
Computer Science

Based on my ten years of teaching experience at the University of Debrecen, I can say
that students majoring Software Information Technology BSc have to face a number of
difficulties during their studies. I think these difficulties root from two main problems:
students are unmotivated and cannot sense the coherence between the knowledge ac-
quired in the various courses. This chapter tries to give some remedy to both of these
problems by the idea of introducing some long-term projects to students, which they
can work on throughout their studies, dealing with a particular aspect of the projects
in each course.

5.1 Overview

For the last few years, most of the students majoring in some area of computer science
at our university have been having a hard time fulfilling the requirements of most
nonbasic courses. This is partly because of the big number of students. First, we have
to launch many practical courses for the same subject with many students in each
of them. Due to this, we need many instructors (including student instructors), who
have to deal with a lot of students and have much less time to deal with each of them
individually. Second, a lot of the students come to our university not because of their
interest in computer science but for other reasons (like parental pressure, the popularity
of information technology, good job prospects, or simply because they misunderstand
the program objectives), and therefore they are often undermotivated.

However, mass education is not the only reason for “mass failure” and poor perfor-
mance. I believe that we, the instructors, do have some influence on the efficiency of
the education. The key is to find a way to pique students’ interest. We can do this by
assigning them tasks in which they are interested. Creating a two-player game with
competitive artificial intelligence and a graphical front-end, writing a library informa-
tion system that keeps track of data about books, patrons, and loans, or creating a
web-based network analysis tool which computes different statistical data about net-
work traffic may be such tasks. For example, we can read about the idea of using
Reversi as a teaching tool in [27], teaching fundamental programming concepts via
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two-dimensional game development in [15], or using physical and virtual models of
discrete games to help students learn the fundamental concepts and problem solving
strategies in computer science in [1]. In particular, two computer games are used to
teach the concepts of boolean expressions and recursion in [7]. Even abstract knowledge
of mathematical logic can be presented through playful tasks [25]. In fact, nowadays
one can hardly find a renowned journal or conference on computer science education
without a publication about teaching via real-world projects. As examples, we can men-
tion the journals Computers € Education (impact factor: 2.621, publisher: Elsevier) or
the Journal of Computer Assisted Learning (impact factor: 1.464, publisher: Wiley),
and conferences like the 3rd Annual International Conference on Computer Science
Education: Innovation and Technology (held on November 19-20, 2012, in Singapore)
or the Consortium for Computing Sciences in Colleges — Northeastern Region (held
on April 12-13, 2013, in Albany, New York).

Whatever the task is about, the secret is that it should be a large-scale project,
which covers more (or even most) of the subjects students encounter during their
studies. Throughout the project work, they apply the knowledge discussed in the
lectures and practical courses of the related core subjects. They learn the applicability
and usability of the topics of each subject as well as the problems emerging during the
application of that knowledge. I think that if we can find appropriate assignments, we
may achieve better performance not only in solving the assignments but also in the
final examinations of the courses.

Defining assignments related to developing real-world applications has the following
benefits:

e Compelling examples increase students’ motivation.

e Via a complex project, students can practice a number of aspects of computer
science.

e Using the same complex project in more courses will help students better under-
stand the relationship between the knowledge behind those courses.

e Projects make computer science education more practice-oriented.

e Projects validate the theoretical knowledge acquired during the lectures and answer
the question of how to use that knowledge.

I would like to emphasize that the idea of project-oriented education is already
applied in most graduate (master) programs of computer science at most Hungarian
universities. According to the current act on higher education, even undergraduate
programs must contain some amount of project work. We can see a good example of this
at the E6tvos Lorand University, Faculty of Informatics, where students can participate
in a cooperative training for 16 credits [3]. The goal of the cooperative training is to
provide students with the possibility of getting acquainted with the practical side of
computer science under the supervision of experienced professionals at real companies
in the software industry. Another example is the subject titled Project Laboratory at the
Budapest University of Technology and Economics, Faculty of Electrical Engineering
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and Informatics [21] or at the University of Debrecen, Faculty of Informatics, where
students may deepen their knowledge and get some experience in a specific field of
computer science. Project-based education is also applied in foreign institutions; for
instance, at the University of Paderborn, teams of three have to develop operating
systems during one of the undergraduate courses.

There are, however, some important differences between the proposed approach of
“teaching with projects” and the above-mentioned examples:

e Both cooperative training and the Project Laboratory courses are independent from
the core subjects of an undergraduate program in the sense that they are separate
educational units. According to my proposal, the projects would form a part of
the course materials of most core subjects, so students can work on projects in the
frame of the existing subjects, and no separate subjects or trainings are required.

e While cooperative training and the Project Laboratory courses focus on only one
or two areas of computer science, the proposed approach covers the topics of most
core subjects.

e Cooperative training and the Project Laboratory subject both have strict prerequi-
sites, i.e., they are based on knowledge acquired during earlier studies. However,
using the proposed approach, students start working on projects as early as the first
semester. This also means that instructors have to deal with a lot more students,
who have not participated in project works before. On the other hand, instructors
may also be inexperienced in project management, and they need to cooperate with
one another in order to achieve a better result.

e Although cooperative training is a part of education, the institute forfeits its right
to control the flow of the training and the assessments. Another drawback is that it
is not so easy to find the necessary number of companies with appropriate projects
outside the capital.

5.2 Current Program Requirements

Let’s first have a look at the requirements of the Software Information Technology BSc
major. The program lasts for 6 semesters, and students have to gather a total of 180
credits according to the following list:

e 120 credits from core subjects

e 29 credits from compulsory elective subjects

e 11 credits from elective nonvocational subjects
e 20 credits from the thesis

Table 5.1 contains the full list of the core subjects with credit numbers, contact
hours, prerequisites, and recommended semesters [5].
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Sub- . Pre- Recom-
. . Cred- | Lec- | Semi- .
ject | Subject name . Labs | requi- | mended
it tures | nars .
code sites | semester
CS101 | Discrete Mathematics 1 5 2 1
CS111 | Calculus 1 5 2 1
CS401 | Logic in Computer Science 5 2 1
CS201 | Introduction to Informatics 5 2 1
CS202 | HTML, XML 2 1
CS711 | Computer Architectures 5 2 1
CS102 | Discrete Mathematics 2 5 CS101 2
CS112 | Calculus 2 5 CS111 2
Probability Theory CS101
C5131 and Statistics > 2 2 CS111 2
Data Structures
CS421 and Algorithms 5 2 2 CS201 2
CS301 | Programming Languages 1 5 CS201
CS211 | Operating Systems 1 5 CS201
Csaq | Automata and 5 2 2 Cs101 3
Formal Languages
CS302 | Programming Languages 2 5 CS301
CS212 | Operating Systems 2 5 CS211
CS501 | Database Systems 5 CS301
Introduction to CS101
©5601 Computer Graphics > 2 2 CS301 3
CS141 | Numerical Methods 5 2 2 CS102 3
CS302
Introduction to or
CS441 | Prrocuction to 5 2 2 (CS301 4
Artificial Intelligence
and
CS401)

CS311 | Programming Environments 2 CS302 4
CS321 | Programming Technologies 5 2 CS302 4
Computer Network CS711
cs721 Architectures and Protocols 5 2 2 CS212 4
CS511 | Database Administration 3 2 CS501 5
Cs521 | Technology of 5 2 2 | os321 5

System Development
CS001 | Thesis 1 10 CS321 5
Algorithm Design CS401
CS451 and Analysis > 2 2 CS411 6
CS231 | Internet Tools and Services 3 2 CS521 6
CS002 | Thesis 2 10 CS321 6

Table 5.1. Core subjects.
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The compulsory elective subjects are divided into five subject groups (called blocks),
each containing four subjects with a total of 16-18 credits:

e Block A: Artificial Intelligence

e Block B: Database Systems

e Block C: Operating Systems and Networks

e Block D: Computer Graphics

e Block S: Information Theory and Applied Mathematics

Students have to complete at least one subject from each of these blocks. The remaining
credits needed for the 29 credits can be earned by completing other subjects from
the blocks or additional elective vocational subjects launched by the faculty at the
beginning of each semester.

As you can see, students have to take and complete at least 37 subjects during their
studies, which is a rather big number for only 6 semesters. I think that some of these
subjects should be a part of graduate programs, and others (the basic subjects) should
get more emphasis with more contact hours.

However, even if we insist on this study plan, we may still find projects that involve
a number of the listed areas. Let’s now have a look at a couple of examples.

5.3 Some Possible Projects

If we take a closer look at Table 5.1, we can soon realize that even a medium-sized soft-
ware development project needs some knowledge from at least three core subjects. We
can state this based merely on the names of the subjects, without knowing the detailed
topics of them and without knowing the goal of the application to be developed. The
three most basic subjects, which are involved in every software development project,
are Introduction to Informatics, Data Structures and Algorithms, and Programming
Languages 1.

In this section, I would like to present two projects of medium difficulty, parts of
which may be used as assignments from as early as the first semester.

5.3.1 Project #1: Creating a Revers: Application

Of course, Reversi may be replaced by any (not too difficult) two-player game here.
The main goals of this project are the following;:

e To learn some basic programming idioms in at least one programming language.

e To learn how to represent the data structures used during the implementation as
well as the algorithms that work with them.

e To learn some basic artificial intelligence methods that are good enough to beat at
least a weak human player.
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For the assignments to make sense, I briefly introduce the rules of the game [8].
Reversi (or Othello) is a strategy board game for two players, played on an 8 X 8
uncheckered board with 64 pieces colored differently on each side, which correspond
to the opponents of a game. The color facing up indicates which of the two players
controls the square occupied by the piece. The game begins with the central four
squares occupied: each player controls one of the diagonals. Players take turns placing
pieces on the board with their assigned color facing up until neither can make a move
(usually when all 64 squares are occupied). The player who controls the most squares
is the winner. A legal move must be to an empty square and must bracket at least
one of the opponent’s pieces in a straight line between an existing piece of the player
in turn and the newly played piece. Upon moving to that square, all of the bracketed
opponent’s pieces are flipped, in all 8 directions. If a player has no legal move, they
must pass, and their opponent will move. If a player has a legal move, they must make
it even if it hurts their game.

Here is the list of subjects that may be affected by this project, along with topics
of interest and example assignments regarding each subject:

e Discrete Mathematics 1: This is a subject with topics from set algebra, linear
algebra, number theory, and combinatorics. We can say that almost all projects re-
quire some mathematical knowledge, though not necessarily in-depth knowledge. In
the seminars, students can be asked combinatorial questions regarding the Reversi
game. Example assignments for this subject include the following:

— How many arrangements of an 8 X 8 board are possible?

— How many games in a 6 X 6 board are possible?

e Introduction to Informatics: During the lectures, students learn the basic concepts
that are essential for everyone with a degree in computer science. They learn, among
others, about hardware and software, data representation, and basic searching and
sorting algorithms. In the laboratories, they practice data representation and start
writing simple programs in C. As for the project, the instructors may show how in-
tegers, real numbers, characters, strings, or other basic data may be represented in
the memory. Although this knowledge is not essential for creating our application, I
agree with those who say that data representation is a basic building stone of infor-
matics without which the operation of a computer cannot be understood. Another
significant result of this subject is that students write their first C programs so they
can begin experimenting with the language. I think it is very important to start
writing programs as soon as possible because it takes some time to get accustomed
to using the language features for someone who has never seen a high-level program
code before. Example assignments for this subject include the following:

— Suppose we later want to write a function H(b,p) = P(b,p)+8E(b, p)+64C (b, p)
where b is the board, p is one of the players, P(b,p) computes the number of
pieces p has on board b, E(b,p) computes the number of edge pieces p has on
board b, and C(b,p) computes the number of corner pieces p has on board b.
Suggest a representation of the value of H(b,p) considering its minimum and
mazimum possible value.
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— Create a well-formed text document containing the rules of Reversi as well as
the schedule of a Reversi tournament.

e HTML, XML: As the name suggests, this subject deals with the syntax and use of
these two important markup languages. Students learn how HTML can be used
to create simple, static web pages, and how XML can be used to store almost any
kind of hierarchically organized data. The knowledge provided by this subject can
be useful for any project because all projects may make use of a simple web page or
an XML database. In our case, we can store, for example, a game flow in an XML
file. Example assignments for this subject include the following:

— Create a simple static HTML website containing information about our future
Reversi game (e.g., the game rules).

— Design an XML data structure (DTD) for storing the game flow.

e Logic in Computer Science: Mathematical logic is used in a number of areas in
computer science. In this introductory course, students learn about first-order
predicate calculus. It is a big problem that a lot of students do not see at this point
why this subject is important, and where they can use the acquired knowledge in
the future. The instructors should explain them that all programming languages
use conditions, and that conditions are actually logical formulae with all of their
properties. Students should know how logical operators (such as implication or
the universal quantifier) can be implemented in a programming language that does
not implicitly contain those operators. As no laboratory belongs to this subject,
these tasks are usually completed only during Introduction to Artificial Intelligence
lessons. Other concepts that also occur during programming are those of free and
bound variables, which may be implemented using parameters and local variables,
respectively. Mathematical logic also plays a role in other subjects like Database
Systems or Introduction to Artificial Intelligence. Example assignments for this
subject include the following:

— Create a new first-order language with syntax and semantics which can be used
to express different elements of the Reversi game. The language may include
functions like the number of each player’s pieces or the number of empty squares,
and atomic formulae, e.q., for deciding whether a particular square of the board
contains a particular player’s piece, the game is over, the player in turn has
won, the player in turn can win in the next move, or one of the players has
more pieces than the other.

— Formalize some interesting assertions about the game as compound formulae
such as “if there are no empty squares left, the game is over” or “all nonempty
squares contain a piece of either Player 1 or Player 2.”

e Data Structures and Algorithms: The goal of this subject is to present the most
popular abstract data structures (including files) and their different implementa-
tions to the students. In the seminars, students first learn about three searching and
at least five sorting algorithms in detail with C implementations, and then practice
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the use of the most important data structures that have been talked about during
the lectures. This is the first subject in time that has a greater direct influence on
our project. From the application’s point of view, one of the most important data
structures is the array or its two-dimensional version, the matrix. It is because the
board of the Reversi game and the pieces of the players can most conveniently be
represented using an 8 x 8 matrix. It is interesting to mention how to implement the
matrix in a language (like C) that does not support multidimensional arrays. Of
course, matrix is not the only data structure used in this project. We will later need,
among others, a record to store the states of the game, which can be implemented
as a class in an object-oriented language, or a nonbinary tree to represent a part of
the game tree, which again can be implemented as a class. Example assignments
for this subject include the following;:

— Implement an 8 x 8 matriz representing the board in C language. Write functions
that execute simple operations on the board like setting all squares in a given row
between two given columns to a given piece.

— Implement a stack for storing the board states after successive moves for undo-
ing/redoing the moves.

e Programming Languages 1: From a programming aspect, this is the most important
subject, which has the most influence on any software development project. The lec-
tures teach students all the concepts related to high-level programming languages,
while in the laboratories, students should acquire the use of a specific procedural
language. At our university, this language has been C for ages now because of
its significance and because it serves as a base for other, object-oriented languages
like Java. Learning a programming language via small sample programs is a good
method for the beginning, but they are not enough for learning how to use that
language. This is where a larger-scale application comes in handy. It not only
inspires students to spend some time with programming but also makes them meet
situations that otherwise would not come to the front. So in the laboratories, after
learning the language itself (which should not take more than 4 weeks), students
can create the first version of the Reversi application with the help of the instructor.
Of course, students have to use the data structures learned in the parallel course
Data Structures and Algorithms. After finishing the second semester, they may be
entitled to say that they are able to create simple (but usable) applications in C.
Example assignments for this subject include the following:

— Write a function in C that takes a board and a player as parameters and returns
the number of pieces the given player has on the given board.

— Write a procedure that takes a board and a player as parameters, reads the given
player’s next move from the keyboard in a loop until the user enters a legal move,
and updates the board according to the move. The code that checks the legality
of a move should be placed in a distinct function.

After successfully completing a number of such assignments, students will have their
first working version of the Reversi game, which is able to store the state of the
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game, draw the board to a character-based console, read the players’ input from the
keyboard, check the legality of the moves, check if the game is over, and print the
result. As an optional assignment, they may improve the first version of the game
with the ability to play against the computer. The computer may choose its move
randomly in this version. The user should have the possibility to decide whether
they want to play with the computer and if so, select the starting player.

e Programming Languages 2: The aim of this subject is to get students know the ins
and outs of the object-oriented (OO) paradigm. The lectures also touch functional
programming, but in the laboratories, they only have to learn one or two object-
oriented languages (currently Java and C#). As newer and newer concepts are
introduced in the lectures (classes, inheritance, polymorphism, interfaces, etc.),
students can gradually rewrite the code of our game application in Java or C#.
This way, they can compare the procedural and OO version of the same program
and much better see the benefits of the OO paradigm. Example assignments for
this subject include the following:

— Recode the first version of the game in Java and/or C#.

— Try to rework the result so that it uses more and more OO programming idioms,
classes, inheritance, interfaces, and OO data types (especially for collections).

o Introduction to Artificial Intelligence: The lectures of this subject are about state-
space representation, various search algorithms, problem reduction representation,
and look-ahead algorithms for finding the best move in a two-player game. In
the seminars, students first create state-space representations for various problems.
After this, they learn how to implement logical formulae in Java or C#, then create
a class hierarchy for the most popular search algorithms, and finally implement the
minimax and negamax algorithms for two-player games. Although theoretically the
subject has no laboratory courses, students still use computers and write programs
during the seminars in the second part of the semester. Needless to say, this subject
is of great importance concerning our project. By the end of the semester, students
are able to build the minimax algorithm into the application so that human players
can play against the computer. The instructors may even organize a contest among
the students’ programs to further motivate them to write the best possible heuristic
function. Example assignments for this subject include the following:

— Create the Java or C# code implementing all the logical operators of first-order
logic.

— Augment the latest version of your program by integrating a minimax (or nega-
maz) algorithm and eventually, alpha-beta pruning.

e Programming Environments: This is a laboratory-only subject, which focuses on
the usage of integrated development environments, debugging, CASE tools, the
control of compilation, and using libraries. The instructors can show students how
to detect different semantic errors in the Rewversi application with the help of the
debugger of Netbeans or Visual Studio. Students can also learn how to use a CASE
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tool, for example, to create the Java code from a UML class diagram and thus
shorten the coding time. As you can see, there are quite a few possibilities to
experiment with our project throughout this course. Example assignments for this
subject include the following:

— Create a statically/dynamically linked library from the AI part of the Reversi
application so that it can be used later with other applications as well.

e Programming Technologies: The lectures of this subject deal with different pro-
gramming methodologies, reuse-oriented development, the role of abstraction, pro-
gramming idioms, design patterns, good programming styles, refactoring, testing,
validation and verification, software metrics, and software quality assurance. In the
laboratories, students learn about UML, advanced exception handling, using C#
delegates, multithreading, reflection, working with metadata (annotations in Java
or attributes in C#), using the Java API or the .NET framework, creating graphi-
cal user interfaces (e.g., using Swing), JavaBeans, database connectivity from Java
and C#, network handling, processing XML files, internationalization (i18n), and
using regular expressions. It can be seen from this enumeration that this subject
covers a very wide area of software development. Because of this, instructors can
show students a lot of exciting aspects of programming. Example assignments for
this subject include the following:

— Create a GUI for your application using some visual form designer.
— Make the program multilingual using i18n.

— Ezxtend the application with the capability of loading games from and saving
games to XML files or a database (e.g., with JDBC).

o Computer Network Architectures and Protocols: The lectures of this subject cover
the theory of networking based on the ISO OSI model and the most popular pro-
tocols of each layer. Laboratories are used, among others, to create and implement
new application layer protocols. Example assignments for this subject include the
following:

— Create a client/server version of your application. This means that the server
side runs on some host, and clients connect to it through TCP/IP and a new
application layer protocol, which controls the game flow. As a bonus, you may
write the server side using multithreading so that each client connection starts
a new thread, which is responsible for the communication with that client.

e Technology of System Development: The lectures are about the process of software
development, process models, functional and nonfunctional requirements, system
models, requirement analysis, design, standards (UML, MDA), service-oriented ar-
chitecture, and agile software development. In the laboratories, students create
different UML diagrams and ISO documents. They also learn how to use a version
control system and developing in teamwork. Example assignments for this subject
include the following:
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— Create different kinds of UML diagrams (e.g., a class diagram, use case dia-
grams, or state diagrams) concerning our project.

5.3.2 Project #2: Creating a Library Information System

This project differs from the Reversi project in that it does not require artificial intel-
ligence but requires much deeper database knowledge. Of course, we can again replace
the word “library” by any other institution (e.g., a hospital, a shop, a school, etc.); the
point is that we need to keep track of a big amount of data and be able to execute
(possibly complicated) queries via a user-friendly web-based interface or a thick client
program.

Most of the depicted connections between each subject and the Reversi project
apply to this project too. The differences are the following:

e Data Structures and Algorithms: For this project, instructors may show students
how to create abstract record data structures for storing the books’ data, the pa-
trons’ data, etc., and how to implement them using the struct type in C. The other
thing students may learn is the different abstract file formats (serial, sequential,
direct, indexed, etc.) with which these records can be stored.

e Programming Languages 1: The first version of the application can work with files
instead of databases so we can end up with a C program that can read and write data
from and to text files or binary files. This way, students will see the big difference
between file management and database management during the Database Systems
course.

e Programming Languages 2: This project probably needs a little more complicated
class hierarchy than the Reversi project so students can better practice inheritance,
polymorphism, or interfaces. On the other hand, they can also realize that file
management is somewhat more convenient in Java or C# than in C.

e Database Systems: The Reversi application did not use databases (unless we added
the capability of loading and saving games). However, database management is a
crucial building stone in the Library project. In the lectures of this subject, students
learn about the basic concepts of database systems as well as the relational, ER,
EER, and ODMG data models, with special emphasis on the relational model. In
the laboratories, students use Oracle SQL to acquire the usage of SQL DML, DDL,
and DCL. This course is very important for our project. Students have to practice
complex SELECT statements in our Library database to be able to build arbitrary
queries into our application.

e Database Administration: This is a lecture-only subject about the role of the
database administrator, creating a database environment, handling metadata, stor-
age management, distributed databases, database security, archiving and recovery,
preparing for catastrophes, database performance, and change management. Al-
though this subject lacks laboratories, the lecturer can show examples of the above
topics concerning our Library database. Examples from a well-known system always
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helps better understand the underlying knowledge than examples from different, in-
dependent, unknown systems (or even from one single but unknown system).

5.3.3 Further Subjects and Projects

Subjects in Table 5.1 not mentioned so far are less important from a programmer’s point
of view, or at least the knowledge behind them is less used in real-world applications.
There are two more subjects with laboratories during which students write programs.
One is Introduction to Computer Graphics where they create programs, among others,
for drawing simple graphic shapes like lines or circles, or for drawing three-dimensional
shapes using parallel or central projection. Students can make use of the knowledge
acquired during this subject in projects like creating a computer game with advanced
graphics. If a student wants to work in this area, then this subject is an essential base
for them, which must be followed by other, advanced subjects dealing with computer
graphics like those in the Computer Graphics block.

The other core subject where students have to write programs is Numerical Methods.
In this subject, they learn about function approximation, numerical differentiation,
numerical quadrature, various methods for solving linear and nonlinear equations and
equation systems, matrix factorization and inversion, computing determinants, and
approximation of the eigenvectors and eigenvalues of matrices. They also learn to
use software like MATLAB or the LINDO API. Some of the methods mentioned in
the lectures are coded in the laboratories, while others are homework assignments.
The knowledge provided by this subject along with other mathematical subjects like
Discrete Mathematics 1/2, Calculus 1/2, or Probability Theory and Statistics can be
applied in projects with some mathematical background. As an example, an application
for various kinds of statistical analyses may be such a project. To further narrow it,
someone may want to write a program that provides different statistical data from the
electronic administration system used by the institution. This example also has to
do with data mining or even data warehouses, which are areas covered in one of our
graduate programs.

There is some sort of programming in the laboratories of Computer Architectures
too. This subject overlaps with Introduction to Informatics because both deal with data
representation, but Computer Architectures is more about the abstract architecture and
operation of a computer. To help students better understand how computers work at
lower levels, they learn some assembly programming during the laboratories. Students
majoring Engineering Information Technology could make more use of this knowledge,
although, interestingly enough, they do not have a laboratory course for this subject.
Nevertheless, assembly programming comes in handy in projects requiring low-level
programming such as writing drivers for different hardware components.

Subjects like Automata and Formal Languages, Algorithm Design and Analysis, and
Internet Tools and Services have rather theoretical significance from a programming
aspect. For example, if someone wants to write a compiler or just a parser for some
language, then they can use the knowledge acquired during the courses of Automata
and Formal Languages. However, automata can also be used in everyday programming,
e.g., when coding an event loop using state machines.
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Last but not least, subjects Operating Systems 1/2 are about the architecture and
functions of operating systems. In the laboratories, students learn to use and a little to
administer Windows and Linux, today’s two most popular operating systems. These
are more practical subjects, but they have only little to do with programming. However,
students learn during these subjects how to write scripts using batch files in Windows
or shell scripts in Linux. They can also benefit from this knowledge when programming
in other script languages like JavaScript.

5.4 Conclusion

I believe that learning all the aforementioned knowledge can be much more entertain-
ing for the students by developing one or two larger-scale applications throughout their
studies (even if in teamwork) than just writing small sample programs for every dif-
ferent area of software development. With one complex project or with two or three
medium-sized applications, we can cover nearly every aspect of the development pro-
cess and give students a comprehensive example of software engineering. If our faculty
introduced this “learning via projects” approach of teaching, students would be a little
more motivated and would more likely see the coherence between the topics of the
wide range of subjects. On the other hand, this approach requires some extra work on
the instructors’ part: they need to find appropriate real-world applications that could
become the projects, cooperate with one another on distributing the different parts of
the projects among the various courses, and a lead instructor should be designated as
the person in charge of these tasks, who has an oversight on all subjects in the study
plan.

Of course, we cannot expect a radical improvement in students’ performance just
because of such a minor change in our teaching methodology. Decreasing the number
of students or redesigning the program’s study plan would have a much bigger effect on
it. Although the faculty has little or no influence on the number of enrolled students,
we could still initiate the supervision of the program requirements of the Software
Information Technology BSc major.



CHAPTER 6

Supporting Programming Contests
with the ProgCont Application

The role of educational contests for students is to lead them into a deeper acquain-
tance with a specific field of their studies. Contests give students personal objectives
that stimulate them to work on their own. Apart from being stimulating, contests
have a positive effect on students’ educational results—participating in a remarkable
contest or finishing in a good position a couple of times may contribute to their pro-
fessional experience. Additionally, educational contests may help nurture professional
relationships.

Students of the University of Debrecen have been participating in the Central Eu-
ropean regional rounds of ACM International Collegiate Programming Contest since
1995 (although the university did not enter for the contest between 1998 and 2000).
As a student in the second year of my studies, I was lucky enough to be a member of
the team that advanced from the local round to the regional in 1995. Since 2001, I
have been acting as an organizer and a member of the judge of local rounds of ACM
ICPC as well as other programming contests.

Every year, two teams of three members represent our university at the ACM
Central European Regional Contest. Before the regional, there are two preliminary
rounds for selecting the advancing teams: a local and a national round. The local
rounds are organized by my colleague Késa Mark and myself as well as Kadek Tamas,
who joined us two years ago. The national round is usually organized by the Budapest
University of Technology and Economics and E6tvos Lorand University.

In earlier times, organizing the local university rounds was encumbered by the fact
that we had to check the solutions submitted by the contestants “by hand,” which,
beyond inconvenience, hindered the efficient work of the judge and involved a number
of possibilities of making mistakes. To find a solution to these problems, we decided
to create an application that can process a large amount of submissions both in real
time and off-line. Together with Ko6sa Mark and an agile student, Gunda Lénérd, we
made an e-mail-based console application called Programming Contest Result Manager
(PCRM) in 2004, which helped us evaluating submissions not only from contestants
during a contest but also from students submitting solutions to homework assignments
of a particular course, such as Introduction to Artificial Intelligence. You can read
more about PCRM in [14, 12].
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We used PCRM for a couple of years, but later, it failed to comply with our newer
and newer expectations. For example, we wanted to have a user-friendly graphical
interface for the application, and would have preferred a web interface for both the
contestants and the judge. Another drawback was that it used POP3 protocol for
retrieving the submitted solutions, which made it difficult to manage and use. We
decided not to rework our existing application but to test some third-party programs
(by that time, we could find a couple of programs on the Internet that seemed to meet
our needs) and at the same time, get some talented students to develop a brand-new
web application as a thesis work. As a result, an ASP.NET-based web application
was born in 2009, created by a student, which was quite usable but contained some
bugs, and after the student left our institution, no one could maintain it anymore. The
best third-party program found and tested was PC? (Programming Contest Control
System) developed by the California State University, but it too lacked some needed
features.

When Kadek Tamaés joined the Faculty of Informatics as an assistant lecturer, he
undertook to implement a web application that suits our needs. With more than 10
years of experience behind our back, we could precisely describe the requirements of
the application. This is how ProgCont came to life in 2011. It is by far the most
usable and most robust utility for supporting programming contests we have ever met.
The application is continuously under development—Ilast time we had to extend it to
support a new kind of contest, the Regional Team Contest of the Faculty of Informatics,
organized for the first time in November 2012 for high schools and colleges of five nearby
counties, which used a different evaluation system from ACM-like contests.

6.1 About Programming Contests

Before presenting the ProgCont application, I describe what kinds of programming
contest we would like to manage with it, and how these contests are regulated. The
primary goal of the application is to manage ACM-like contests, in which contestants
(teams or individuals) have to solve problems from a problem set common to all partic-
ipants in a predefined time interval (typically 5 hours). A problem set usually consists
of 812 problems (in a 5-hour contest) from the following areas (you can find a lot of
examples in our book with Juhész Istvan and Kosa Mark [10]):

e combinatorics

e number theory (e.g., prime numbers)

e arithmetic and algebra (e.g., modular arithmetic, big integers)
e computational geometry

e backtracking

e graph theory (traversal, single-pair/single-source/all-pairs shortest path, minimum
spanning tree, articulation point, flood fill, network flow, maximum bipartite match-
ing, etc.)
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e sorting

e string processing (e.g., pattern matching)

e greedy algorithms

e dynamic programming

e divide-and-conquer algorithms

e advanced data structures (e.g., Fibonacci heap, dictionary, binary indexed tree)

For solving the problems, contestants (even teams) may use one computer and arbitrary
paper-based resource materials. They can compile, test, and submit their solutions on
this computer. Solutions are always in the form of source code created in some pro-
gramming language. Currently, the following languages are supported: ANSI C, C++,
C#, Java, and Free Pascal, but this may vary from contest to contest, and even from
problem to problem in a contest. The executable program generated from the source
code by the respective compiler reads some input and produces some output. Input is
usually the standard input, and output is usually the standard output. Occasionally
however, input is read from a file, and output is written to another file.

When the judge receives a solution to a problem from a contestant, they compile
it with the appropriate compiler, and run the executable for different test cases. Each
problem is assigned at least one file containing the test cases. The submitted solutions
must process these files and produce the correct output for each of them. (Very rarely
but once in a while a problem may have no input data. These situations may be
considered as if the program had to process an empty file.) The output is correct
either if it is equal to a pregenerated file, or if it is correct according to an external
evaluator program. The correctness of a solution may also depend on some predefined
limitations regarding certain resources, such as the size of the source code, execution
time, the size of memory used, or the use of prohibited library functions. Knowing the
correctness of the output, the judge evaluates the submitted source code, typically by
giving a score to the solution, and replies with one of the following messages regarding
the solution:

e accepted

e compile error

e runtime error

e time limit exceeded

e memory limit exceeded
® Wrong answer

e contest rules violation
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It is also the judge’s responsibility to provide the contestants and observers with the
final ranking after the contest has ended.

In ACM contests, a problem is considered to be solved only if the program submitted
by the contestant gives a correct result for each of the test cases. However, a contestant
may retry to solve the problem any number of times after an unsuccessful attempt.
Without this possibility, if there were too many difficult problems and tricky test cases
in a contest, then it might end with too few accepted solutions, making it hard to
determine the ranklist, not to mention that contestants (and the judge) would have
no sense of achievement after the contest. This situation is similar to reality: if a
program is unable to solve the problem in question (i.e., it does not meet the client’s
requirements), there is a possibility to refine the solution.

The order of contestants in the ranklist is determined mainly based on the number
of correctly solved problems. If two or more contestants solve the same number of
problems, then they are ranked based on their scores. The score is the sum of two
components: the time elapsed from the beginning of the contest till the submission
of the first accepted solution of each correctly solved problem and the penalty scores
given for each incorrect solution of the correctly solved problems submitted before the
first accepted solution of those problems. Both components are measured in minutes.
Of course, the smaller this score, the better position the contestant will have in the
ranklist among contestants with the same number of correctly solved problems.

During the preparation to the first Regional Team Contest of the Faculty of Infor-
matics, we found that it would be better to use a different ranking algorithm and take
into account the partially solved problems too. We introduced a new reply message
from the judge: partially solved. A problem is considered to be partially solved if the
submitted solution produces a correct output for at least 60% of the test cases but
results in some kind of error in the rest of the cases. ProgCont was designed so that
the percentage of test cases for which the program should produce a correct output for
the problem to be considered partially solved can be parameterized for each problem
in each contest.

The ranking algorithm was modified the following way: If two or more contestants
have the same number of accepted problems, then they are ranked based on the number
of partially solved problems. If these numbers are the same too, then the ranking is
determined by the score of the contestants. The score is computed the same way as
in ACM contests. This way, contestants may decide whether they are satisfied with a
partially solved problem or continue to work on the same problem until it is accepted.

6.2 The Architecture and Operation of ProgCont

The ProgCont system consists of four key components: problem catalog, contest
database, controller web application, and solution evaluator clients (see Figure 6.1).
The problem catalog contains all resources related to each problem, such as the
problem description (sometimes in multiple languages), the figures in it, further (pos-
sibly downloadable) content, and the test cases used to evaluate solutions. Test cases
are stored in one or more files. The way of testing the correctness of solutions can be
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Figure 6.1. The architecture of the application.

configured to one of the following options: the program can either check if the output
produced by the submitted solution is completely equal to a pregenerated output file,
or call an external tool that analyzes the output and returns whether it can be con-
sidered correct. Time limits associated with the execution of the submitted program
can be set for each test case separately. The problem catalog can be formed using
the directory and file structure of the operating system. Each problem has a distinct
folder, in which an XML file contains the problem description and a ZIP file contains
the test cases, the pregenerated output files, and the testing parameters. Additionally,
all other files referred to in the problem description are in this folder.

The contest database describes the relationship between the contest, the problems,
the solutions, and the solution evaluations. Each contest comprises some problems
selected from the problem catalog, in case of team contests, the members constituting
the teams, and technical data regarding the flow of the contest, such as the start
time and end time of the contest, or the allowed programming languages for each
problem. The database stores the solutions submitted by the contestants and the
result of each evaluation, which comes from one of the solution evaluator clients. All
of this information is stored in a PostgreSQL database.

The flow of the contests is controlled by the controller web application. Contestants
can browse the problems, submit the solutions, and learn about the results of eval-
uations and the current ranking using the web application. Observers (e.g., coaches
of the contestants or guests) may also follow the current ranklist. The judge can set
certain parameters of the contest via this web interface too. These parameters include
the supported programming languages for each problem, the number of points each
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problem is worth, or the amount of penalty time used when computing the score of the
contestants. In addition, the web application is responsible for scheduling the evalu-
ation of the submitted solutions, i.e., distributing them among the solution evaluator
clients currently connected to the system. This distribution is based mainly on the
information sent by the clients about the programming languages they support. For
running the controller web application, Apache Tomcat web application server is used.
Communication between the web application and the users (contestants and the judge)
is secured by the SSL (HTTPS) protocol. The web application uses JDBC for accessing
the contest database.

Solution evaluator clients are separate applications which periodically (every 5 sec-
onds) check whether there is an available solution waiting for evaluation that they can
handle. If so, they first try to compile the program code passed on to them by the
controller web application using a preset compiler with preset options. If the compila-
tion succeeds, the program is run for each test case using a preset runtime environment
with preset options. The current test cases are downloaded from the problem catalog
via the web application whenever the ZIP file containing them changes (and of course,
the very first time they are used). During the execution of the program, the solution
evaluator client takes into consideration the time limit set for the given test case. If
the program stops within the time limit, its output is analyzed depending on the preset
method of testing its correctness: it is either compared to the downloaded output file,
or passed on to the external evaluator tool. Finally, the cumulative result is sent to
the controller web application.

As different programming languages suit different operating systems, the solution
evaluator clients were implemented as platform-independent Java applications. This
way, they can (and should) be run on distinct (possibly virtual) computer(s) from that
of the controller web application and the other evaluator clients, thus not endangering
their operation, should a harmful code disrupt the runtime environment of a particular
client. For example, a Windows-based client will compile and run C# code, while
for C, C++, Java, or Pascal, a Linux-based client may be used. The more solution
evaluator clients are used, the more evaluations can be performed at the same time.

During the design of the system’s components, it was a primary objective that
all communication between the external and internal elements of the system should
be conducted over the standard HTTP protocol. The contest database can only be
accessed through the controller web application, i.e., indirectly over HTTP protocol
too. The evaluator clients use HT'TP requests secured by HTTP digest authentication
when communicating with the web application. This way, there is no network setup
necessary for the users and the solution evaluator clients other than providing them
with Internet access. However, in case of some contests, it may be important to restrict
contestants’ Internet access only to the controller web application.

In the ProgCont system, contests can be parameterized by numerous aspects:

e We can set the languages in which problem descriptions may be browsed. If a
contestant selects a language, only the sections marked with the given language
and sections not marked with any languages will be displayed from the XML file
containing the problem description.
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e In case of team contests, contestants may be organized into teams, and any team
member may submit solutions to the problems in the name of the team. The results
of submission evaluations associated with different members of the same team will
be accumulated.

e The duration of the contest can be set arbitrarily; ProgCont is capable of controlling
contests lasting from a few hours to weeks or even months.

e A contest can be set to remain visible after the contest session has expired. In this
case, contestants may submit solutions even after the end of the contest. These
submissions will be evaluated but will not count in the contestant’s score or in the
result of the contest.

e For each problem, we can set the number of points it is worth in case of an accepted
solution, the rate of test cases for the problem to be considered partially solved, and
the penalty time in seconds that will be given to the contestants for each incorrect
solution after the problem has been correctly solved.

6.3 Our Experience with the Application and Possi-
bilities for Future Development

We organized the first contest controlled by the ProgCont application on October 2,
2011. With respect to our original goal, it was the local round of ACM ICPC of that
year. Making use of the ability to parameterize the contests, a short-term individual
contest took place on February 6, 2012, among students of the course Problems in
Programming Contests. In the same semester, we could help students deepen their
knowledge in three different courses using contests lasting for more than a month:
Problems in Programming Contests, Programming Languages 1, and Introduction to
Artificial Intelligence. After that, we organized an ACM-like contest on May 6, 2012
(which was the preliminary round of ECN International Programming Contest in Targu
Mureg, Romania), another local ACM contest on October 7, 2012, and last but not
least, the Regional Team Contest of the Faculty of Informatics on November 25, 2012.
You can see the list of all the contests managed by ProgCont so far in Figure 6.2.

In the future, we would like to extend the functionality of the ProgCont system
with the following features:

e We could introduce new functionality to the system that would assist the work of
the organizers and participants both before and after the contest session. The most
important activity before a contest is to recruit participants and to inform them
about the details of the event. Information regarding the teams and their members
are required during the contest too, so it is already a part of the database. (User
names and passwords are assigned to team members, but the results of evaluations
are assigned to the team.) Collecting and registering this information, i.e., the
process of registration, might also be supported by the web application. In other
words, an on-line registration interface would allow contestants to register for the
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contest and to form a team. Registration and team composition must be approved
by the judge, which may be another feature on the administrators’ side. Based
on the data collected during on-line registration, an interface could provide the
organizers with such information as how many computers and how many computer
labs will be required for the contest, or how many copies of the problem set will be
necessary.

e After the contest has ended, information regarding the results remains in the
database. Based on this information, the application might create an on-line “table
of honor” containing the contestants (or teams) along with their accumulated results
from their previous contests. This cumulative ranklist could motivate contestants
for further participation. This table might show, for example, who has been the
most successful contestant so far, what is the maximum number of problems that
were solved in a contest, or which contestant was the fastest to solve a problem.
It might be a source of information for contestants too, showing in which types of
problems they have to improve their skills compared to others, and which types of
problems they are good at.

e During the contest session, the application might perform further tests regarding the
submitted solutions, such as searching for prohibited language elements or library
functions in the source code, or enforcing the adherence to the resource limitations
(like the amount of memory used or the number of parallel processes run). It would
also be an interesting feature to find plagiarism in the submitted source code files.

e PC? has a good feature for providing communication between the contestants and
the judge. If a contestant has a question about a specific problem or a question in
general, they can send a clarification request to the judge, who will then receive a
notification about this request, and can answer the question either to the contestant
who asked it or to all of the contestants. The judge can also send a clarification
without a question. Although ProgCont provides the ability of communication
between the contestants and the judge, it lacks the feature of notification and the
organization of messages and replies.

And finally, some screenshots of the web interface can be seen in the following
figures.
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Programming contests

DEIK regionglis programozd csapatverseny, egyetemi/fdiskolai kategdria, 2012. november 25.

MNovember 25, 2012 11-30 AM - Nowvember 25, 2012 4-30 PM

DEIK regionglis programozd csapatverseny, kozépiskolai kategdria, 2012. november 25.
Movember 25 2012 11-30 AM - Movember 25, 2012 4:30 PM

DEIK Regiondlis Programozd Csapatverseny, gyakorld feladatsor
October 26, 2012 8:00 PM — November 23, 2012 12500 AM

ACM programozd csapatverseny, hdzi forduld, 2012. oktdber 7.

October 7, 20012 1015 AM — October 7, 2012 3:15 PM

ECH selejtezd programozd csapatverseny, 2012. majus 6.

May 6, 2012 1010 AM — May 6, 2012 310 PM

Informatikai versenyfeladatok, gyakorld feladatsor, 2012. 3prilis 23.
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Apnl 5. 2012 800 AM — April 25, 2012 11:-55 PM
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Informatikai versenyfeladatok, gyakorld feladatsor, 2012, februgr 20.
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Magas szintll programozasi nyetvek 1, gyakorld feladatsor, 2012. februar 20.

February 19, 2002 3:00 PM - Apnl 1, 2012 12:00 AM

Informatikai versenyfeladatok, selejtezd, 2012, februgr 6.
Februzry 6. 2012 610 PM - February 6 2012 745 PM

ACM Central European Regional Contest, Prague, 2007, 2011, Practice Session

Mowvember 29, 2011 645 PM - February 1. 2012 12500 AM

ACM programozd csapatverseny, hdzi forduld, 2011. oktdber 2.

October 2, 2011 1025 AM — October 2, 2011 3:25 PM
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Figure 6.2. Contests managed by ProgCont.



152 CHAPTER 6. SUPPORTING PROGRAMMING CONTESTS WITH PROGCONT

i = | B [l

| & DEK regiondlis programo: X .\\

&« C M | 3 nttpsy//www.infunideb.hu/progcont/exercises.htmlicicyy | =

-

Programming contests B
DEIK regionalis programozé csapatverseny,

k6zepiskolai kategoria, 2012. november 25.
Movember 25, 2012 11:30 AM - Movember 25, 2012 4:30 PM

= rragyar Enqglish
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Problem overview

DEIK regionalis programozd csapatverseny, kizépiskolai
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& ClockHands
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B In Braile

Accepted programming languages: ANST G CF,
Points: 1

e King's Poker

Accepted programming Rnguages: ANST G, GF,
Points: 1

© cutting Sticks

Accepted programming languages: ANST (; CF,
Points: 1

Q 1s This Integration?

Accepted programming Rnguages: ANST G, CF
Points: 1

Turn the Lights Off

Accepted programming Rnguages: ANST &, GF
Points: 1

@ Bee

Accepted programming languages: ANST G CF,
Points: 1

@ Broken Keyboard (a.k.a. Beju Text)

Accepted programming Rnguages: ANST G, GF,
Points: 1

I Google is Feeling Lucky

Accepted programming Rnguages: ANST & GF, C++ Java, Pascal
Points: 1 —

&) Doomsday Algorithm

Accepted programming languages: ANST G GF, C++ Java, Pascal
Points: 1 -

4| I 3

C++ Java, Pascal

C++, Java, Pascal

m

C++, Java, Pascal

C++, Java, Pascal

C++, Java, Pascal

O+, Java, Pascal

C++, Java, Pascal

C++ Java, Pascal

Figure 6.3. Problem set of a contest.
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Figure 6.4. Contest settings.
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Upload new solution

In this form, you can upload a new solution for the selected problem. After the upload,
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Problem: A ClockHands |E|
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Source file: [ Choose File | Mo file chosen
Submit i

Figure 6.5. Submission of a solution.
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Figure 6.6. Part of the final ranklist of a contest.



CHAPTER 7

Summary

To summarize my results, I hope I managed to create some aids and tools that can
make students’ life easier during their studies. One such aid can be to assign them
long-term projects, which they can work on from as early as the first semester. A
real-world application is always more exciting than small program snippets, so a long
software development process may improve students’ motivation for learning and pro-
gramming. They can create the relevant parts of the application in each course related
to the project under the instructors’ supervision. Another beneficial effect of this ap-
proach is that students will better see the coherence between the knowledge acquired
in the various courses. I presented two such long-term projects with some possible
assignments in each related subject.

I created a course guide for Introduction to Artificial Intelligence or other Al-related
courses. It is made up of various C# and F# implementations of search algorithms
for single-agent problems and for two-player games. The difference between these
implementations lies in the amount of functional programming constructs used. I
also created some C# and F# implementations of some specific problems and games.
Students and instructors may select the version best suited for them, depending on
their way of thinking and their knowledge of programming. This way, students may
better understand the operation of search algorithms presented in the lectures.

In my opinion, it is not worth insisting on one or the other paradigm if we can use
more of them within one program. Functional code is sometimes more abstract, more
readable, or just shorter than its object-oriented counterpart. On the other hand, OO
code is usually more efficient and sometimes more reusable than its functional counter-
part. This is why I think multiparadigm languages like F# can be more advantageous
mainly in large-scale applications but also in smaller programs. Students are different,
so some of them may better understand the algorithms based on a more functional ap-
proach than on a pure object-oriented code. For example, the Seq.fold function using
a lambda expression with an accumulator parameter may better describe how minimum
or maximum selection is performed for students who think recursively (functionally).

Programming contests can also be a great motivating factor for students. We have
been organizing ACM-like contests for more than ten years now, and I can say there
are quite a few students who would never miss an opportunity to try a fall with others
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in a competition. Not just for their sake, but we needed an application for managing
ACM-like and possibly other kinds of programming contests as well. As we could not
find a contest management software satisfying all our needs, two of my colleagues and
I have decided to develop a brand-new web application for managing programming
contests. ProgCont is designed to have a modular architecture and be parameterizable
and easily extensible with new supported programming languages.

We organized the first contest controlled by the ProgCont application on October
2, 2011. With respect to our original goal, it was the local round of ACM ICPC of that
year. Making use of the ability to parameterize the contests, a short-term individual
contest took place on February 6, 2012, among students of the course Problems in
Programming Contests. In the same semester, we could help students deepen their
knowledge in three different courses using contests lasting for more than a month:
Problems in Programming Contests, Programming Languages 1, and Introduction to
Artificial Intelligence. After that, we organized an ACM-like contest on May 6, 2012
(which was the preliminary round of ECN International Programming Contest in Targu
Muresg, Romania), another local ACM contest on October 7, 2012, and last but not
least, the Regional Team Contest of the Faculty of Informatics on November 25, 2012.



8. FEJEZET

Osszefoglalas

Osszefoglalva az eredményeimet, remélem, sikeriilt elkészitenem néhany olyan eszkozt,
amelyek megkoénnyithetik a hallgatok életét a tanulményaik sorédn. Az egyik ilyen
eszkoz az lehet, hogy olyan hosszu tavi projekteket jeloliink ki szamukra, amelyeken
mar az els6 félévtsl kezdve dolgozhatnak. Egy valds vilagbeli alkalmazas mindig iz-
galmasabb, mint a kis programrészletek, egy hosszu szoftverfejlesztési folyamat tehat
novelheti a hallgatok tanulasi és programozési hajlandosagat. Az alkalmazas megfelels
részeit a projekthez k6t6d6 kurzusok keretein beliil, az oktato irdnyitasa mellett készit-
hetik el. A mésik el6nyos hatasa ennek a megkozelitésnek az, hogy a hallgatok jobban
atlatjak az Osszefiiggéseket a kiilonb6z6 kurzusokon elsajatitott ismeretek kozott. Két
ilyen hossza tavi projektet ismertettem, a kapcsolédé tantargyakhoz kot&ds néhany
lehetséges feladattal egyiitt.

Moédszertani atmutatast adtam A mesterséges intelligencia alapjai cimi vagy egyéb,
a mesterséges intelligencidhoz kapcsol6do tantérgy oktatédsahoz. Ez egyszereplds prob-
lémak és kétszemélyes jatékok esetén alkalmazhatd keress algoritmusok kiilonb6zs C#
és F# nyelvd implementacioibol all, amelyek kozott a kiilonbség abban rejlik, hogy
mennyi funkcionélis programozasi elemet tartalmaznak. FElkészitettem néhany konk-
kivalaszthatjak koziiliik azt a valtozatot, amelyik a leginkabb illik hozzajuk a gondol-
kodasi modjuk és a programozasi ismereteik alapjan. Ezaltal a hallgatok konnyebben
megérthetik az eladasokon ismertetett keres algoritmusok miikodését. Az elkésziilt
implementéaciok Ssszehasonlitasabol azt a kovetkeztetést vontam le, hogy a multipara-
digmés programozasi nyelvek hasznélata a mesterséges intelligencia oktatdsaban mind
az oktatok, mind a hallgaték szaméra hasznos lehet.

A programozé versenyek is erés motivacids tényezét jelenthetnek a hallgatok sza-
méara. Mar t6bb mint tiz éve szerveziink ACM jellegii versenyeket, és elmondhatom,
hogy van jonéhény olyan hallgato, akik egyetlen alkalmat sem szalasztananak el, hogy
megmérettessék magukat masokkal egy-egy versenyen. Nemcsak az 6 kedviikért, de
sziikséglink volt egy olyan alkalmazésra, amely ACM jellegi és esetleg més tipusia
programoz6 versenyek tdmogatéasara is képes. Mivel nem taldltunk olyan versenykeze-
16 szoftvert, amely minden igényiinket kielégitette volna, két kollégdmmal k6zosen agy
hataroztunk, hogy kifejlesztiink egy vadonatij webalkalmazast a programozoé versenyek
vezérlésére. A ProgCont rendszert ugy terveztiik, hogy moduléaris felépitést és paramé-
terezhet legyen, valamint hogy konnyen bévithets legyen 1j tamogatott programozasi
nyelvekkel.

Az aldbbiakban réviden ismertetem az elért eredményeket.
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8.1. Uj modszertan az informatikaoktatasban

Kutatasaim egyik f6 teriilete az volt, hogy megprobéltam valaszt talalni az alabbi
kérdésre: ,Miért okoz problémat a legtobb programtervezd informatikus BSc szakos
hallgatonknak a legtobb haladé tantérgy kovetelményeinek a teljesitése?” A Debreceni
Egyetemen szerzett tizéves oktatasi tapasztalatom szerint hallgatéinknak szdmos ne-
hézséggel kell szembenézniiik tanulméanyaik sordn. Ez részben a hallgatok nagy szama
miatt van. Egyrészt sok kurzust kell inditanunk az egyes targyak gyakorlataibol, ame-
lyeken igy is tul sok a hallgaté. Emiatt sok gyakorlatvezetére (akar demonstratorra)
van sziikség, akiknek sok hallgatdoval kell foglalkozniuk, ezért sokkal kevesebb id§ jut
arra, hogy egyénenként foglalkozzanak veliik. Mésrészt sok hallgaté nem az informatika
iranti elkotelezettsége miatt jelentkezik az egyetemiinkre, hanem mas okokbol (példéul
sziil6i nyomas, az I'T szakma népszertisége, a jo elhelyezkedési lehetGségek vagy egysze-
rien a szak céljainak félreértése miatt), és ebbdl fakaddan gyakran alulmotivaltak.

A tomegképzés azonban nem az egyetlen oka a ,tomeges bukasnak” és a rossz tel-
jesitménynek. Ugy vélem, hogy nekiink, az oktatoknak is van némi befolyasunk az
oktatas eredményességére. A kulcs az, hogy taldlnunk kell egy modszert a hallgatok
érdeklédésének a felkeltésére. Ennek egyik moddja, hogy olyan feladatokat tiiziink ki
szamukra, amely érdekli 6ket. Ilyen feladat lehet példaul egy grafikus feliilettel ellatott
kétszemélyes jaték elkészitése versenyképes mesterséges intelligenciaval, egy konyvtéri
informécids rendszer megirasa, amely nyilvantartja a konyvek, olvasok és kolcsonzések
adatait, vagy egy webalapu halézatelemzé segédprogram készitése, amely kiilonbo6zé
statisztikai adatokat szamit ki a halozati forgalomrol. Példaként olvashatunk a Reversi
jaték oktatési eszkozként valo felhasznalasarol a [27] cikkben, az alapvetd programozéa-
si fogalmak kétdimenzios jatékok fejlesztésén kesztiil torténs oktatasardl a [15] tanul-
ményban, vagy az informatika alapfogalmainak és a problémamegoldé stratégidknak a
diszkrét jatekok fizikai és virtualis modelljeinek segitségével torténd oktatasarol az [1]
cikkben. Konkrétan a logikai kifejezések és a rekurzié fogalméanak a tanitasdhoz két
szamitogépes jatékot fejlesztett a szerzd a [7] dolgozatban. Még a matematikai logika
absztrakt tételeit is be lehet mutatni jatékos feladatokon keresztiil [25]. Manapsag szin-
te lehetetlen olyan neves, informatikaoktatassal foglalkozo folyéiratot vagy konferenciat
taldlni, amely ne tartalmazna legalabb egy, valos vilaghol vett projekteken keresztiil
torténd oktatasrol szolo kozleményt. Példaként emlithetjiikk a Computers € Education
(impakt faktor: 2,621, kiado: Elsevier) vagy a Journal of Computer Assisted Learning
(impakt faktor: 1,464, kiad6: Wiley) folyodiratokat, illetve az olyan konferencidkat, mint
a 3rd Annual International Conference on Computer Science Education: Inmovation
and Technology (amely 2012. november 19-20-4n keriilt megrendezésre Szingapirban)
vagy a Consortium for Computing Sciences in Colleges — Northeastern Region (amely-
re 2013. aprilis 12-13-an keriilt sor a New York allambeli Albanyban).

Barmirdl szoljon is a feladat, a 1ényeg, hogy egy nagyobb projekt legyen, azaz tobb
olyan targyat lefedjen, amellyel a hallgat6 talalkozik a tanulméanyai soran (de lefedhe-
ti akar a legtobb kotelezs targyat is). A projektmunka soran alkalmazésra keriilnek
a projekthez kot6ds targyak keretein beliil targyalasra keriils ismeretek. A hallga-
tok megismerik a targyalt témakorok alkalmazhatosagat, hasznossdgat, valamint az
alkalmazas soran felmeriilg probléméakat. Azt gondolom, hogy ha megfelels feladato-
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kat tudunk talalni, akkor jobb teljesitményt érhetiink el nemcsak a kiadott feladatok
megoldasaban, hanem a kurzusok vizsgai soran is.

Ha vetiink egy pillantast a Debreceni Egyetem programtervezé informatikus BSc
szakanak kotelez$ tantargyainak listajara [5], hamar észrevehetjiik, hogy még egy ko-
zepes méretii szoftverfejlesztési projekthez is sziikség van legalabb az alabbi harom
kotelezd targyon tanult ismeretekre: Bevezetés az informatikdba, Adatszerkezetek és
algoritmusok és Magas szintd programozdsi nyelvek 1. Egy hosszi tava projektben
azonban a legtdbb kotelezd targy érintett lehet. Konnyen taldlhatunk olyan izgal-
mas, valamely valos vilagbeli alkalmazashoz hasonlé feladatokat, amelyek hosszi tavia
projektként szolgalhatnak. Ha mar meghataroztuk a projekt céljat, nincs mas hatra,
mint olyan feladatokat talalni, amelyeket felhasznalhatunk a kapcsolodo tantéargyak
oktatasaban. Véleményem szerint ha a hallgaték olyan Osszetett projekten dolgoznak,
amelynek a fejlesztési folyamata feldleli a tanulményaik csaknem teljes id&tartamat,
akkor motivaltabbak lesznek, és jobban fogjak latni az egyes kurzusokon megtanult
ismeretek kozotti kapcsolatot.

Valos vilagbeli alkalmazasok fejlesztéséhez kotdds feladatok kittizése a kivetkezd
el6nyokkel jar:

e Az érdelddést felkeltd példak novelik a hallgatok motivaltsagat.

o Egy Osszetett projekten keresztiil a hallgatok az informatika szamos teriiletét gya-
korolhatjak.

e Ha tobb kurzuson is ugyanazzal az egy nagyobb projekttel talalkoznak, az segit a
hallgatoknak jobban megérteni a kiilénb6z8 kurzusok mogott rejls ismeretek kozotti
Osszefiiggéseket.

e A projektek gyakorlatorientéltabba teszik az informatikaoktatést.

e A projektek hitelessé teszik az el6adasok soran elsajatitott ismereteket, és valaszt
adnak arra a kérdésre is, hogy hogyan alkalmazzuk ezt a tudast.

Szeretném hangsulyozni, hogy a projektorientalt oktatas otletét a magyar egyete-
mek legtobb informatikai mesterképzésén mar alkalmazzak. A jelenleg hatalyos fel-
sGoktatési torvény szerint még az alapképzéseknek is kell tartalmazniuk valamennyi
projektmunkét. Kiting példaja ennek az Eétvos Lorand Tudomanyegyetem Informa-
tikai Kara, ahol a hallgatok részt vehetnek egy ugynevezett kooperativ képzésben 16
kreditért [3]. A kooperativ képzés célja, hogy a hallgatoknak lehetSséget biztositson
arra, hogy kozelebbrdl is megismerkedhessenek az informatikus szakma gyakorlati ol-
daléval valds informatikai cégek gyakorlott szakembereinek az iranyitasaval. Egy mésik
példa az Ondllé laboratérium cimi targy a Budapesti Miszaki és Gazdasagtudoma-
nyi Egyetem Villamosmérndki és Informatikai Karan [21], illetve a Debreceni Egyetem
Informatikai Karan, amelynek keretében a hallgatok elmélyithetik ismereteiket és ta-
pasztalatokat szerezhetnek az informatika egy bizonyos teriiletén. Kiilfoldi intézmények
is alkalmazzak a projektalapu oktatast; a Paderborni Egyetemen példaul haromfés cso-
portoknak kell operacids rendszert fejleszteniiik az egyik BSc-s kurzus keretében.

Van azonban néhany fontos kiilénbség a javasolt projektalapt megkdozelités és a fent
emlitett példak kozott:
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e Mind a kooperativ képzés, mind az Ondllé laboratérium targyak fiiggetlenek az
alapképzések kotelezs targyaitol abban az értelemben, hogy kiilonallé oktatési egy-
ségnek szamitanak. A javaslatom szerint a projektek a legtobb kotelezs térgy ok-
tatasi anyaganak szerves részét képeznék, igy a hallgatok a méar meglévd targyak
kurzusain dolgozhatnak a projekteken, nincs sziikség tehat tjabb targyakra vagy
képzésekre.

e Mig a kooperativ képzés és az Ondllé laboratérium targyak az informatikanak csak
egy-két teriiletére koncentralnak, addig a javasolt megkdzelités a legtobb kotelezs
targy tematikajat feloleli.

e Mind a kooperativ képzésnek, mind az Ondllé laboratérium targyaknak szigor els-
feltételei vannak, azaz a korabbi tanulméanyok alatt elsajatitott ismeretekre épiilnek.
A javasolt megkozelités hasznélatéval azonban a hallgatok mar az elsd félév folya-
mén elkezdenek projekteken dolgozni. Ez azt is jelenti, hogy az oktatéknak sokkal
tobb hallgatoval kell foglalkozniuk, akik korabban még nem vettek részt projekt-
munkaban. Méasrészt az oktatok sem rendelkeznek feltétleniil nagy tapasztalatokkal
a projektmenedzsment teriiletén, és egyiitt kell miik6dniiik egymassal a jobb ered-
mény elérése érdekében.

e Bar a kooperativ képzés az oktatas részét képezi, az intézmény elvesziti a jogat a
képzés és a szamonkérések teljes kori kézben tartasara. Tovabbi hatranya, hogy a
févaroson kiviil nem olyan egyszerii a sziikséges szamban olyan céget talalni, amely
megfelel§ projektekkel tud szolgalni.

8.2. Multiparadigmas programozasi nyelvek hasznila-
ta a mesterséges intelligencia oktatasaban

Kutatasaim soran megvizsgaltam az F# mint egy 4j multiparadigmas programozasi
nyelv hasznalatanak lehetGségét a mesterséges intelligencia (MI) teriiletén hasznalt kii-
l6nféle algoritmusok kodolasara. Harom f6 okbol valasztottam ezt a teriiletet. Egyrészt
korabban oktatoja voltam A mesterséges intelligencia alapjai cimd targy gyakorlatai-
nak a Debreceni Egyetemen [28]. Méasrészt az MI, azon beliil konkrétan a keresG algo-
ritmusok olyan szamitasi teriiletet képviselnek, amely esetén j6l alkalmazhaté a funkci-
ondlis programozas, mivel ezeknek az algoritmusoknak bizonyos részei (mint példaul az
operatoralkalmazasi el6feltételek ellendrzése) alapvet&en funkcionélisak. Harmadrészt
rendelkezésemre allt a kérdéses algoritmusok néhany imperativ és objektumorientalt
implementacidja, amelyek jé kiindulépontnak bizonyultak az F# verzié elkészitéséhez
[13, 12].

Nem nehéz belatni, hogy az MI probléméak megoldasara a funkcionéalis programo-
zés elényosebb, mint az imperativ programozas. Ahogy a [20] cikkemben bemutattam,
még az egyszerd 8 kirdlyng probléménak is sokkal tomdérebb megoldasat tudjuk megad-
ni F#-ban (kizarolag funkcionalis programozasi elemek felhasznalasaval), mint C-ben
vagy C#-ban. Ha azonban a hatékonysig vagy az ujrafelhasznalhatosig is szerepet
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jatszik, nem biztos, hogy a tisztdn funkcionalis kod lesz a legjobb megoldés bizonyos
problémak esetén.

Egy-egy objektumorientalt C# implementacion kiviil elkészitettem harom F+# imp-
lementaciot is az egyszereplds probléméak keresé algoritmusaihoz, illetve kett6t a kétsze-
mélyes jatékok lépésajanlo algoritmusaihoz. A célom az volt a kiilonb6z6 implementaci-
ok elkészitésével, hogy tobb megkdzelitést biztositsunk a hallgatok szdmara ugyanazon
pszeudokoédok megértéséhez. Bar azt nem tudom, hogy funkcionélisan gondolkodva
kénnyebben megértik-e az algoritmusok miikodését, egynél tobb implementécié megis-
merése biztosan nem arthat. Ime egy kiilonb6z6 szempontokon alpulé, részben szubjek-
tiv Gsszehasonlitasa az egyszereplés problémak esetén hasznéalatos keresd algoritmusok

e Forrdskod metrikdk: Annak ellenére, hogy funkcionalis nyelvek esetén nem alkal-
mazhatok ugyanazok a metrikdk, mint imperativ nyelvek esetén, most harom olyan
metrikat fogok hasznalni, amelyek mind C#-ban, mind F#-ban releviansak lehetnek:
a sorok szama, az osztélyok szdma és a fiiggvények szama (beleértve a metdédusokat
is). Az 8.1. tablazat Osszefoglalja ezeknek a metrikdknak az értékeit a kiilonbozo
implementéacidk esetén.

C# | F# vl | F# v2 | F# v3
Sorok szama 842 537 536 417
Osztélyok szama 15 13 6 4
Fiiggvények szama | 49 43 43 34

8.1. tablazat. Néhany forraskéd metrika.

A sorok szdma metrika az Osszes forrdsallomanyban szerepls kodsorok szamat adja
meg, beleértve az {ires sorokat is, nem beleértve viszont a konkrét problémékhoz
tartozo forraskodokat. Az osztdlyok szima a forraskodban definialt osztalyokra
vonatkozik, kivéve a kivétel osztalyokat, a felsorolasos tipusokat és az IComparer
osztalyokat. A fiiggvények szdma tartalmazza az Gsszes fiiggvényt és konkrét meto-
dusimplementéciot, beleértve a konstruktorokat, nem beleértve viszont a lambda-
kifejezéseket.

Ahogy lathato, a harmadik F# implementacié feleakkora méretii, mint a C# imp-
lementéci6. Ez a kiilonbség persze f6leg az F# nyelv kompakt szintaxisabol kovet-
kezik. A masik oka annak, hogy az F# implementaciok rovidebbek, az az, hogy
hidnyzik bel6liik két osztaly a C# kédbol, amelyek 57 sort tesznek ki.

Az osztalyok szaménak csokkenése az egyre ,funkcionalisabb” kdd eredménye. Az
els6 F# implementacié — ahogy fent emlitettem — két osztallyal kevesebbet tartal-
maz, mint a C# verzi6. A masodik valtozatban a hét konkrét algoritmus osztalyt
hét fiiggvénnyel helyettesitettilk. A harmadik valtozatban a két absztrakt keresd
osztalyt is fiiggvénnyé konvertaltuk. Ha tisztdn funkcionélis kodot szeretnénk, a
maradék osztalyoktél is meg kellene szabadulnunk, de az nem eredményezne rovi-
debb vagy olvashatobb kodot. Az osztalyok hasznéalataval konnyd ijrafelhaszndlhato
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kédot irni példaul az operatoralkalmazésra: csupan meg kell hivnunk az absztrakt
State osztaly Apply metodusét, anélkil hogy tudnénk, hogyan is implementélta
azt valamely konkrét probléma &llapotait reprezentalo konkrét osztaly. A két Node
osztaly konstruktorai pedig pontosan ezt csindljak. A két Node osztalyt valdojaban
lecserélhetnénk rekord tipusokra, mivel bel6lilk nem szidrmaznak mas osztalyok,
de igy sem kapnank olvashatébb koédot, rdadasul nem tudnénk hasznalni az olyan
.NET metodusokat, mint péld4dul a Contains.

A fiiggvények szama nagyon hasonlé az egyes implementaciokban. Ez azért van,
mert az osztalyok metoédusai egy-egy fliggvénynek felelnek meg az osztalymentes
implementaciokban; még a konstruktoroknak is fiiggvényeket feleltetiink meg. A
harmadik F# implementécio azonban valamivel kevesebb fiiggvényt tartalmaz, mint
a méasik harom. Ennek az az oka, hogy hidnyzik bel6le a ToString met6dusnak a
konkrét algoritmus osztélyokban (illetve objektumokban) megtalalhaté hét imple-
mentacidja. Ezeket mindossze egyetlen fiiggvény, a printSearchInfo helyettesiti.
Ugyanez érvényes a grafkeress algoritmusok Expand és Search metddusaira. A ha-
rom metodusnak megfelels fiiggvények mindegyike match kifejezéseket tartalmaz,
amelyeknek az alapja a kereséshez hasznalt algoritmus. Ez j6l mutatja a kiillénbsé-
get annak a problémanak az objektumorientélt és funkcionélis megkozelitése kozott,
hogy hogyan tudunk egy alaposztalyhoz 1) alosztalyt, illetve az alosztélyokhoz j
funkcionalitast bevezetni. Ha 4j alosztalyt szeretnénk bevezetni, akkor az OO meg-
kozelités jobb, mert nem kell hozzanytilnunk a méar meglévs alosztalyokhoz, csak
meg kell irnunk az 4j osztalyt az alaposztalybol 6rokolt Osszes funkcionalitassal.
Funkcionalis megkdzelités esetén ezzel szemben az Gsszes match kifejezéshez egy-
egy Uj agat kell hozzavenniink. Ha viszont Gj funkcionalitassal szeretnénk béviteni
a mar meglévs alosztalyainkat, akkor a funkcionélis médszer a jobb, hiszen csak
egy Uj fiiggvényt kell irnunk a meglévékhoz hasonlé match kifejezéssel. OO megkd-
zelitést hasznalva az alaposztalyt ki kell egésziteniink egy 1j metodussal, valamint

o A felhaszndlt mddosithats adatszerkezetek: Ebben a tekintetben nincs kiilonbség az
implementéaciok kozott. Bar a tisztan funkcionélis programok egyaltalan nem alkal-
maznak moédosithaté adatokat, mindegyik implementaciéban hasznaltam néhany
modosithaté adatszerkezetet. Ha szeretnénk, ezen adatkollekciok barmelyikének a
tipusat lecserélhetnénk az F# nem modosithatd list vagy seq adattipusara. Az
igy kapott kod ugyanolyan méreti lenne, viszont kevésbé hatékony, mivel a List és
Seq modulok rekurziv fiiggvényei lassabbak, mint a megfelel§ .NET metédusok. Ez
kiilonosen akkor igaz, amikor elemeket adunk hozza ezekhez a kollekcidkhoz, vagy
amikor elemeket torliink beléliik: egy nem moédosithaté adatszerkezet esetén le kell
mésolnunk az eredeti kollekciot, egy apré modositast végrehajtva az elemein. Ez az
oka annak, hogy .NET kollekcidkat hasznaltam az F# nem modosithaté adattipusai
helyett a kérdéses adatszerkezetek tarolasara.

o A felhaszndlt funkciondlis nyelvi eszkozok: A C# implementacioé egyetlen funkci-
ondlis elemet sem tartalmaz, tisztan objektumorientalt. Az els6 F# implementa-
ci6 farokrekurziv fiiggvényekkel és szekvenciamiveletekkel helyettesiti a ciklusokat.
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Bar az objektumkifejezések nem funkcionalis nyelvi eszk6z0k, a masodik F# imp-
lementaci6é sokat tartalmaz bel6liikk az alosztalyok kivaltasara. A harmadik F#
implementacié tartalmazza a legtobb funkcionélis elemet: diszkriminélt uniét hasz-
nalunk az algoritmus tipusdnak taroladsara, match kifejezéseket a kezelésére, néhany
fiiggvényt els6 osztalyu értékként hasznalunk, és van benne egy magasabb rendi
fiiggvény is.

e Hatékonysdg: Mivel a funkcionalis nyelvek absztraktabbak, mint az objektumori-
entalt nyelvek, Osszetettebb futtaté rendszerre van sziikségiik. Ez a {6 oka annak,
hogy a funkcionélis programok kevésbé hatékonyak, még akkor is, ha leforditjuk,
nem pedig interpretaljuk Sket. Lefuttattam az Gsszes implementéicié bemutatott
f6programjait ugyanazon a szamitégépen, egy Gigabyte T1018X TouchNote net-
bookon Intel Atom N280 processzorral 1,33 GHz-en és 1 GB memoridval, az Gsszes
programot Microsoft Visual Studio 2010-ben forditva: a C# program kevesebb,
mint fél masodperc alatt végzett, mig az F# programok mindegyike nagyjabol 7
maéasodpercig futott. Ahogy irtam, ennél is rosszabb eredményt kaptunk volna, ha
az F# nem moédosithaté adattipusait hasznaltuk volna.

Az egyszereplGs problémak esetén alkalmazott algoritmusok kiilénb&zdé implemen-
tacidira vonatkozo megfigyelések a kétszemélyes jatékok lépésajanléd algoritmusaira is
érvényesek, bar a kiillonbség az utébbi esetben kisebb. Ugyanez mondhato el a konkrét
problémak és jatékok implementaciéival kapcsolatban is.

Végss konkluzidként az a véleményem, hogy nem érdemes az egyik vagy a mésik
paradigmahoz ragaszkodni, ha t6bbet is hasznélhatunk egy programon belil. A funk-
cionalis kéd néha absztraktabb, olvashatobb vagy egyszertien csak rovidebb, mint az
objektumorientalt megfelelGje. Masrészrél az OO kod éltalaban hatékonyabb és né-
ha jrafelhasznalhatobb, mint a funkcionalis megfelelGje. Ezért azt gondolom, hogy a
multiparadigmas nyelvek, mint amilyen az F#, el6nytsebbek lehetnek f6leg nagyobb
szabasu alkalmazésok esetén, de akir kisebb programokban is. A hallgatok kiilon-
bozbek, igy néhényuk jobban megértheti az algoritmusokat egy funkcionalisabb meg-
kozelitésre, mint egy tisztdn objektumorientalt kodra alapozva. Példaul a Seq.fold
fliggvény egy akkumulator paraméterrel ellatott lambda-kifejezéssel jobban leirhatja
egy minimum- vagy maximumkivalasztas miikodését az olyan hallgatok szaméara, akik
rekurzivan (funkcionalisan) gondolkodnak.

8.3. Programoz6 versenyek lebonyolitasa a ProgCont
alkalmazassal

A programozo6 versenyek ers motivacios tényezét jelenthetnek. Tobb mint tiz éve
rendeziink félévenként legalabb egy hazi versenyt, és elmondhatom, hogy legalabb né-
hany hallgato érdeklédését felkeltik ezek a versenyek. A tiz év alatt két alkalmazast
is kifejlesztettiink a versenyzdk altal bekiildott megoldasok on-line kiértékelésére. Az
els6 neve Programming Contest Result Manager (PCRM), és egy e-mail-alapu konzolos
alkalmazas, a mésodikat pedig ProgCont-nak hivjak, amely egy kliens/szerver archi-
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tekturaja webalkalmazas. A PCRM-et részletesen targyaljak a [14, 12] tanulményok,
most a ProgContot mutatom be a vele szerzett tapasztalatainkkal egyiitt.

A ProgCont rendszer négy, egyméstol jol elkiilonithets Gsszetevibdl épiil fel: prob-
lémakatalégus, versenyadatbazis, vezérlé webalkalmazés és megoldaskiértékels kliensek
(lasd az 8.1. &brat).

Vezérlé web-
alkalmzas

Linux
(C, C++, -
Java)

 Allalmazis

I
I
I
I
I
I
I
I
I
|
I
I logika
| Megoldas-
|
I
I
I
I
I
I
I
I
I
]

Verseny-

adat-
béazis

kiértékelck

Windows

(C#)

Versenyzk Zstiri Megfigyelk

8.1. abra. A ProgCont rendszer felépitése.

A problémakataldgus tartalmazza a késGbb Gsszeallitott versenyekre szant anyagot,
a problémak — esetenként tobbnyelvd — leirdsat a hozza tartozé abrakkal és tovabbi
(akar letolthetd) segédanyagokkal egyiitt, valamint szintén itt taldlhatok a megolda-
sok ellendrzéséhez sziikséges tesztesetek is. Egy-egy problémahoz tobb teszteseteket
tartalmazo allomany is készithet6. A megoldasok helyességének ellenérzése az alabbi
modokon torténhet: a program ellendrizheti, hogy a bekiildott megoldés altal elGallitott
kimenet karakterenként megegyezik-e egy el6re generdlt kimenettel, illetve a kimenet
helyessége vizsgalhato kiils6 programmal. Tesztesetenként hatdrozhaté meg a kimenet
elGallitasanak iddkorlatja is. A problémakataldégus az operacios rendszer konyvtar- és
fajlszerkezetének segitségével alakithato ki. Minden probléma kiilon kényvtarban kap
helyet. A probléma szovege egy XML fajlban, a hozza tartozo tesztesetek, az elére
generalt kimeneti allomanyok és a tesztelési paraméterek pedig egy tomoritett (ZIP)
fajlban tarolodnak. A szoveges leirasban hivatkozott tovabbi dokumentumok szintén
ugyanebben a konyvtarban kapnak helyet.

A wersenyadatbdzis irja le a versenyek, a feladatok, a versenyzdk, a megoldéasok és
a kiértékelések kapcsolatat. Egy-egy verseny a problémakataldogusbdl valogatott fel-
adatok, csapatverseny esetében a csapatokat alkoté versenyzék, valamint a verseny
lebonyolitasara vonatkozé technikai adatok (példaul a verseny kezdetének és befejezé-
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sének az ideje vagy az egyes feladatok esetében engedélyezett programozasi nyelvek)
Osszessége. Az adatbézis tarolja a versenyzsk altal bekiildott megoldasokat, majd a
megoldasok értékelésének az eredményét, amelyeket egy-egy megoldaskiértékels kliens
szolgéltat. Mindezeket a ProgCont alkalmazasban egy PostgreSQL adatbéazisban ta-
roljuk.

Egy-egy verseny lebonyolitasat a vezérld webalkalmazds irdnyitja. A versenyzsk a
webalkalmazas segitségével bongészhetik a feladatokat, tolthetik fel az egyes feladatok
megoldasait, és értesiilhetnek a megoldaskiértékelések eredményérdl és a verseny allésa-
rol. A megfigyelsk (példaul a versenyzok felkészit6i vagy a vendégek) szintén kovethetik
az aktualis eredménylistat. A zstiri a webes feliileten tudja beéllitani a verseny bizo-
nyos paramétereit, példaul azt, hogy az egyes feladatokra milyen programozasi nyelven
véarja a megoldasokat, hogy hany pontot érnek az egyes feladatok, vagy hogy mennyi
biintetids jar egy-egy rossz megoldasért. A webalkalmazas titemezi a bekiildott meg-
oldasok kiértékelésének sorrendjét is, ami azt jelenti, hogy & osztja ki azokat az egyes,
a rendszerhez éppen csatlakozé megoldaskiértékels kliensek szdmara. A programkodok
kiosztésa a kliensek &ltal kiildétt azon informécié alapjén torténik, hogy milyen prog-
ramnyelvi kodok kezelésére alkalmasak. A vezérlé webalkalmazas futtatasara Apache
Tomcat webalkalmazas-szervert hasznalunk. A webalkalmazas és a felhasznalok (a
versenyz3k és a zstri) kozotti kommunikacié biztonsagat az SSL (HTTPS) protokoll
szavatolja. A webalkalmazas JDBC-n keresztiil éri el a versenyadatbazist.

A megolddskiértékeld kliensek olyan 6néllo alkalmazasok, amelyek periodikusan (5
masodpercenként) ellendrzik, hogy van-e olyan kiértékelésre varakozo megoldas, ame-
lyet kezelni tudnak. Ha van, a kliens els6 1épésben megprobalja leforditani a vezérls
webalkalmazas altal neki kiosztott programkédot. Amennyiben a forditas sikeres, le-
futtatja a programot minden tesztesetre egy elére bedllitott futtatasi kornyezetben.
Az aktuélis teszteseteket a problémakatalogusbdl tolti le a webalkalmazason keresztiil,
valahanyszor megvaltozik az Sket tartalmazé ZIP allomény (és persze az elsé alkalom-
mal, amikor sziikség van rajuk). A tesztesetek kiértékelésekor a megoldaskiértékeld
kliens figyelembe veszi a tesztesetre beéllitott maximaélis futési id6t. Ha a program
id6ében megall, a kliens ellendrzi a kimenetét az el6re beallitott mdédszernek megfelGen:
vagy Osszehasonlitja a letoltott kimeneti allomannyal, vagy tovabbitja a kiilsé kiérté-
kel programnak. Az Gsszesitett eredményt végiil tovabbitja a vezérls webalkalmazas
felé.

Mivel az egyes programozasi nyelvekhez kiilonb6z6 operaciés rendszerek passzol-
nak inkabb, a megoldéskiértékels klienseket platformfiiggetlen Java implementécioval
keészitettiik. Igy lehetGség van arra, hogy a vezérls webalkalmazastol és a tobbi kiér-
tékels klienstdl kiilonbozs (lehetdleg virtuélis) szamitogépeken fussanak, ezaltal nem
vesztélyeztetve azok mikddését, amennyiben egy kartékony kod tonkretenné egy konk-
rét kliens futtatasi kornyezetét. A C# kodokat példaul fordithatja és futtathatja egy
Windows-alapu kliens, mig a C, C++, Java és Pascal kodokhoz egy masik, Linux-alapa
klienst hasznalhatunk. Minél t&bb megoldaskiértékels klienst hasznalunk, annal tobb
kiértékelést hajthatunk végre egyidében.

2011. oktéber 2-an rendeztiik az elsd olyan versenyt, amelyet a ProgCont alkalma-
zassal vezéreltiink. Az eredeti célunknak megfelelGen ez az adott év ACM versenyének
helyi fordul6ja volt. Kihasznalva a versenyek paraméterezhetGségének a lehetdségét,
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2012. februér 6-an egy rovid egyéni versenyre keriilt sor az Informatikai versenyfelada-
tok cimd kurzus hallgatoi kozott. Ugyanabban a félévben harom kiilénbo6zé tantargy
ismereteinek az elmélyitésében is tudtunk segiteni a hallgatoknak olyan versenyekkel,
amelyek t6bb mint egy hénapig tartottak: Informatikai versenyfeladatok, Magas szintd
programozdsi nyelvek 1 és A mesterséges intelligencia alapjai. Ezutan egy ACM jelle-
gl versenyt szerveztiink 2012. majus 6-an (amely a marosvasarhelyi ECN Nemzetkozi
Programozo Verseny selejtezGje volt), egy tjabb helyi ACM versenyt 2012. oktober
7-én, végiil, de nem utolsésorban pedig az Informatikai Kar Regionélis Programozo
Csapatversenyét 2012. november 25-én.
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